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Abstract.

The pursuit of steady state economic production of thermonuclear fusion energy

has led to research on the stabilization of the external kink and the resistive wall

mode. Advances in both experiment and theory, together with improvements in

diagnostics, heating and feedback methods have led to substantial and steady progress

in the understanding and stabilization of these instabilities. Many of the theory and

experimental techniques and results that have been developed are useful not only for

the stabilization of the resistive wall mode. They can also be used to improve the

general performance of fusion confinement devices. The conceptual foundations and

experimental results on the stabilization of the external kink and the resistive wall

mode are reviewed.
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1. Background

1.1. Introduction

One of the major goals in thermonuclear fusion research is to produce a stable high

pressure plasma, preferably at steady state, for the economic production of fusion

energy. Substantial effort has been focused on optimizing the plasma configuration

in experiments to increase the projected fusion power density and achieve a compact

power source at steady state. With the maximum magnetic field limited by practical

engineering constraints, high power density implies high βT , (βT = 2µ0〈p〉/B2
T , [In

this review, we use a consistent set of symbols for useful physical quantities such as

βT . However, in some original figures, different authors could have adopted different

symbols.] 〈p〉 is the average plasma pressure, µ0 the vacuum permeability and BT the

strength of the toroidal magnetic field), since fusion power density increases roughly

as 〈p〉2 [1]. The research at maximizing the plasma βT for steady state operations

has culminated on the adoption of elongated tokamak with moderate aspect ratio

(2 < A < 4, A = R/a, with a being the minor radius and R the major radius of

the toroidal configuration) for all the principal next step devices [1]. At the same time,

active research is being carried out in major laboratories world-wide on the pursuit of

even more compact configurations.
12

10

8

β
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M.S. Chu   Figure 1

FIG. 1. Comparison of experimental achieved

βT versus normalized current I/aBT for major

tokamaks in 1994. The operational envelope is

bounded by a straight line with slope given by the

parameter βN = 3.5 (reference [2]). [Reprinted

courtesy of AIP, Phys. Plasmas 1, 1415 (1994).]

Plasmas with high pressure are likely

to operate near one or more stability

limits, so control of magnetohydrodynamic

(MHD) stability in such plasmas is crucial.

The external kink (XK) has often been

considered as a major obstacle to achieving

higher βT . A good review of the various

observed instabilities up to 1994 has been

given by Strait [2]. (This work did not

include post 1994 data from the very low

aspect ratio A ∼ 1 tokamaks.) A more

recent review of these instabilities relevant

for ITER is given by Hender et al. [3].

Shown in figure 1 is the summary of βT
achieved by tokamaks worldwide at the end

of 1994 given in reference [2].

One notable feature of figure 1

is that the value of βT is bounded

by a straight line with the value of
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βN = 3.5. βN therefore characterizes the achievable βT normalized with respect to

the plasma current. It is defined explicitly as

βN = βT (aBT/I) , (1)

and I is the toroidal plasma current. The units of the quantities in equation (1) are βT
in %, a in meters, BT in Tesla, I in MA, and βN being in units of % m T MA−1.

The XK has long been thought of as “the instability” that ultimately limits the

pressure of the plasma. In the beginning of tokamak research, the plasma was heated

by ohmic current only. Ohmic heating was not sufficient to increase plasma βT up to

the pressure limit. In this early period, the cause of the XK was due to the current

limit — trying to force the discharge to carry too large a current. In general, this limit

is reached when the safety factor q at the plasma edge has reached the value below 2.

(The safety factor q is a measure of the twistedness of the magnetic field. For a circular

plasma with minor radius a, toroidal magnetic field BT , aspect ratio A and current I,

q ∼ [(2πaBT )/(µ0AI)].)

The major advance in heating the plasma is brought about by the development of

powerful neutral beam injectors. With the injection of multi-mega-watt neutral beams

into the tokamak, the plasma βT was increased and instabilities specifically resulted

from this increase were reported. Magnetic loop measurements indicated catastrophic

events could be related to the XK [4].

To avoid confusion with transient equilibrium variations, research initially focused

on instabilities with fast growth rates. This growth rate was implicitly assumed to be

on the Alfvén time scale [τA = R/(BT/
√
µ0ρ), with ρ being the plasma density] for

the Alfvén wave to transit the torus. Although a lot of discharges ended with unstable

modes with growth rates much slower than 1/τA, there did not exist strong experimental

evidence to relate such phenomena to the XK. Initial research considered the XK to be

uncontrollable. The only way of reducing the impact of this global MHD phenomenon

was simply to stay away from “bad” parameter regimes even if the achievable plasma

pressure was less attractive.

One of the important advances in the gradual changing of this attitude came from

the theoretical developments in understanding the stability properties of ideal MHD

modes.
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1.2. Theory of the XK mode

The basic theoretical foundation for the systematic investigation of the stability of ideal

MHD plasma was the development of the energy principle by Bernstein et al. [5]. In

this principle, the plasma is treated as an ideal conducting fluid. The plasma stability

is related to the availability of the free energy given by the energy functional δW . For

a given plasma equilibrium specified by magnetic field ~B0, current ~J0, and pressure p0,

the energy functional δW is given by

δW = δWp + δWv , (2)

δWp =
1

2

∫
plasma

×

 ~δB
2

µ0

− ~J0 · ( ~δB × ~ξ) + Γp0(~∇ · ~ξ)2 + (~ξ · ~∇p0)~∇ · ~ξ

 dτ , (3)

δWv =
∫
vacuum

~δB
2

2µ0

dτ . (4)

In equation (2), (δWp, δWv) is the perturbed potential energy in the (plasma, vacuum).

In equation (3), ~ξ is the plasma displacement, ~δB is the perturbed magnetic field, Γ

is the ratio of specific heats. Inside the plasma ~δB = ~∇ × (~ξ × ~B0). In its original

formulation, the plasma is surrounded by an external wall with perfect conductivity.

Therefore, the vacuum region in equation (4) is enclosed by a perfect conducting wall.

The plasma is stable with respect to ideal MHD instabilities if δW > 0 with respect to

all plasma displacements and unstable if δW < 0 for any displacement ~ξ. The growth

rate γ of the unstable mode is given by

γ2 = −δW
δK

, (5)

where

δK =
1

2

∫
plasma

(ρ~ξ2dτ) . (6)

Here ρ is the mass density and γ2δK is the kinetic energy of the plasma. The meaning

of equation (5) is that the available free energy δW is expended in the plasma kinetic

energy. The growth rate is usually at a fraction of inverse Alfvén transit time 1/τA. If

the plasma remains unstable even if the perfect conducting wall encloses the plasma

completely, therefore the component of ~ξ normal to the plasma boundary vanishes

(ξn = 0), then the plasma is unstable to an internal plasma mode. This is an interesting

area with an extensive literature. However, the internal kink is not the main topic of

this review. We refer the reader to the work by Strait [2] for an introduction to this

subject.
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A useful and interesting viewpoint to adopt for the study of MHD instability is

that the perturbed plasma state can be viewed as consisting mainly of a set of mutually

interacting currents (Appendix A). The perturbed currents in the plasma are given by

µ0
~δJp = ~∇ × ~∇ × (~ξ × ~B0). The perturbed current on the ideal wall is then given by

a skin current of magnitude ~δJw = n̂ × ~δB. Equation (5) then describes the growth

in time of an unstable system of currents. The interacting current system ( ~δJp, ~δJw)

and the plasma displacement ~ξ are equivalent concepts. In many situations in which we

also have to describe the interaction of an unstable plasma with the external systems of

currents, the concept of a system of interacting currents is especially appealing. We may

symbolically represent the system of perturbed plasma currents as Ip and the perturbed

currents on the wall as Iw = n̂× ~δB.

The analytic property of the ideal stability of the tokamak plasma was first

investigated by Shafranov [6] in 1970. He mapped out the basic stability of the plasma in

terms of the safety factor q, the current profile, and the radius of the external conducting

wall. There are many subsequent analytic refinements of the theory by Shafranov, such

as the work by Frieman et al. [7] that provided great insights into the stability property

of the XK mode at large aspect ratio. Others pointed out the effects of moderate plasma

elongation, triangularity, small aspect ratio and analytic current profiles. However, these

works were not comprehensive or quantitative enough for the experiments operated at

finite aspect ratio, with a general elongated plasma cross section with finite triangularity

and general current and pressure profiles. The definitive advance for the systematic

study was brought about by the construction of the large ideal MHD stability codes.

Notable amongst these are the ERATO [8], PEST [9], GATO [10] and KINKX [11].

One of the most important results from the systematic application of the large scale

ideal MHD codes to the study of stability of the XK in tokamaks in the 1980’s was the

discovery of the Troyon scaling law [12]. In this work, a group at Lausanne found that

the maximum achievable βT in a tokamak, when studied over a wide class of current

and pressure profiles, scales as the total current carried by the plasma. Specifically, the

maximum achievable value of βN defined in equation (1) is predicted to be a constant

for all tokamaks. This maximum value of βN , symbolically represented as βTroyonN , was

determined through computation to be 2.8. Or more explicitly

βTroyonN = 2.8 . (7)

The boundary condition chosen was that there is no external conducting wall. The

reason being that as a reactor, the tokamak needs to operate at near steady state, i.e.

being stable over a very long time scale. Since it is not possible to enclose the plasma

by a super-conducting first wall, the perturbed flux from the unstable XK mode would
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inevitably diffuse through the external resistive wall. Any reasonable estimate shows

that the flux diffusion time scale, τw, is much shorter than the discharge time scale of the

reactor. (Here, τw is given by µ0σbδ; with σ being the conductivity of the resistive wall;

b the minor radius; and δ its thickness.) Thus, any external conducting wall would not

be effective in stabilizing the XK mode throughout the discharge lifetime in a reactor.

The eigenfunction of the most unstable displacements in this study [12] revealed a global

structure with non-negligible displacement at the plasma surface. These instabilities are

appropriately called the XK mode.

We note that prior to Troyon’s investigation, the effect of an external resistive wall

on the XK mode has been studied by Pfirsch and Tasso [13]. They proved a theorem:

A MHD-unstable configuration with a dissipationless plasma surrounded by vacuum

and possibly superconducting walls cannot be stabilized by introducing walls of finite

electrical conductivity. (Note that the theorem was proved for a plasma with no rotation

and also without dissipation. Therefore even if the plasma were rotating, it implies that

they were considering a plasma with resonant layers that do not produce an imaginary

energy or toroidal angular momentum flux). Their conclusion was that the resistivity in

the external wall only reduces the growth rate of the XK to 1/τw and does not stabilize

it. The resultant instability with its growth rate significantly reduced (τw >> τA in

general) is appropriately called the resistive wall mode (RWM). Viewed in this way, the

RWM is a special form of the XK mode. A text book example of the RWM is given

by Freidberg [14]. In terms of the alternative concept of interacting currents introduced

previously, we note that in this case the skin currents on the resistive wall Iw will spread

out and become distributed currents and reduce in magnitude. The theorem by Pfirsch

and Tasso then states that this system of currents will be unstable and grow at a rate

approximately equal to the rate at which flux can diffuse through the resistive wall.

The above picture of the interaction of the XK with the external resistive wall

was recognized in the important class of current driven devices of reversed field pinches

(RFPs). In comparison to the tokamak, the ratio of toroidal current to the toroidal

magnetic field in RFP is larger by a factor of A = R/a. XK in RFP is never stable

without an ideal external wall. It was recognized early that the XK in RFP was stabilized

over its discharge lifetime by the external conducting wall. And the RWM needs to be

stabilized for the RFP reactor. The stabilization of the RWM was first studied by

Gimblett in 1986 [15] in the context of RFP. It is interesting to note that in this first

study, many of the concepts that remain useful up to date were also introduced, such

as the dissipation in the plasma, the stabilizing effect of the relative rotation between

the plasma and the resistive wall. The RWM in RFP was first positively identified in

1989 by Alper et al. [16]. An interesting scheme, utilizing a rotating secondary wall was

explicitly proposed by Gimblett [17] in 1989 to stabilize the RWM.

However, before early 1990’s, there was no systematic study of the RWMs for the

tokamak. Nor were there computer codes that could take into account the effects of the

resistive wall on the XK mode to allow such a systematic study.
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1.3. Experimental verification of the high βT XK mode

1.3.1. Verification of the Troyon scaling law. The first important verification of the

Troyon scaling law was the systematic exploration of the βT limits in tokamaks with low

toroidal field and high power neutral beam injection. These experiments were carried

out in the DIII-D [18] and the PBX [19] tokamaks. The major results from the DIII-D

tokamak are summarized in figure 2(a). It is seen that in the DIII-D tokamak, the

plasma stability was bounded by a triangular region in the I/aBT − βT plane. The

vertical I/aBT lines are the q = 2 lines which come from the current limit predicted by

Shafranov [6]. The vertical extent of the triangular region, or the βT limit is bounded

by a straight line proportional to the normalized total plasma current I/aBT . It was

noted that this straight line corresponds to the value of

βexpN = 3.5 , (8)

instead of 2.8. Although the maximum achieved value of βN is different, the scaling

of the stability limit pointed out by Troyon [12] is unambiguous. Investigation of this

discrepancy has led to the conclusion that during the development of these instabilities,

the external conducting wall does provide a stabilizing effect. The value of 3.5 given

in equation (8) is consistent with the assumption that the external conducting wall

was effective in stabilizing the XK when βN reached its maximum value. However, it

has not been found possible to keep the plasma at the maximum achieved βT value

throughout the subsequent discharge history. It is also noted that there were a lot of

discharges which terminated before reaching the βT limit. These can be attributed to

the unoptimized current and pressure profiles and the presence of other instabilities [2].

The βT well above the no-wall limit was also achieved in the bean shaped PBX

configurations (indentation=10% − 20%). The observed βT values are summarized vs.

β∗c = µ0I(A)/[a(m)BT (T )] in comparison with the βT limit of the ideal MHD calculated

by PEST shown in figure 2(b) [19]. Since the bean configurations are stable to the

internal kink modes even with q(0) < 1 = (0.8) [q(0) is the value of the safety factor

q at the magnetic axis] with the advantage of strong averaged minimum B (i.e. the

averaged value of B at the plasma center is lower than that at the plasma boundary),

the possibility of βT limit due to instabilities other than the XK (the internal kink) was

greatly reduced. The achieved values of βT ≥ 5.2% at β∗c ∼ 2.5 is below the predicted

ballooning mode (reference [2]) βT limit∼9% and is well above the βT limit of 3.5% of the

n = 1 XK without wall. Similar to the conclusion reached in DIII-D [18], the achieved

βT is consistent with n = 1 XK limit with the ideal wall located at b/a ∼ 1.5 − 2. We

note that results in PBX also showed that the βT limit scales as predicted by Troyon,

but experimental data definitely extended beyond the no external wall value predicted

by Troyon.
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FIG. 2. (a) βT versus I/aB for DIII-D tokamak with strong neutral beam injection heating. Curves

show the operating space limit for βT and I for various distances between the plasma and the external

limiter dsep. The wall is a few centimeters beyond the limiter. Solid triangles identify m = 2, n = 1

external kink disruptions. Solid squares identified modes with 3 ≤ n ≤ 5 (reference [18]). [Reprinted

courtesy of IAEA, Plasma Phys. and Control. Fusion Research 1984, Vol. I (IAEA, Vienna, 1985)

p. 217.] (b) The experimentally achieved βT values in PBX versus β∗c = µ0I(A)/[a(m)BT (T )]. Note

the inclusion of the factor µ0 in the definition of β∗c . Shown are also stability limits computed by the

PEST code with external conducting wall at different locations. External wall at ∞ corresponds to

limits predicted by Troyon. It is seen that the experimental data extends beyond the Troyon limit

(reference [19]). [Reprinted courtesy of IAEA, Plasma Phys. and Control. Fusion Research 1987, Vol. I

(IAEA, Vienna, 1985) p. 275.]

It was also noted in the above experiments [18, 19], after reaching the βT limit, the

subsequent development of the plasma instability did not occur on a fraction of Alfvén

transit time, but on a much longer time scale. Some times the plasma can be kept at

the high βT phase longer than τw. These observations can not be easily explained in

terms of the assumptions of the non-dissipative and non-rotating plasma state and the

conclusions derived from the theory by Pfirsch and Tasso [13].

1.3.2. Verification of the stability threshold and mode structure of the XK mode. Sub-

sequent experiments started to reveal more details of these global MHD phenomena.

Experimental diagnostics have revealed no observable magnetic island verifying the

ideal MHD nature of the displacement. More detailed verification of the XK as the

plasma instability, which limited the plasma performance was obtained by following the

discharge trajectory in the stability space determined by the ideal MHD codes [20]. One

example of this is provided by the teams working on the JET tokamak in the high QDT .
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[Here QDT is the fusion gain, the ratio of fusion power to the input power required

to raise the plasma temperature.] operation shown in figure 3(a). It is observed that

the higher βN was achieved by carefully adjusting the plasma pressure profile to stay

very close to the no-wall βT limit. In this case the plasma finally developed an “outer

mode” that limited the fusion performance of the enhanced confinement mode discharges

in JET. Prior to its identification, it was previously proposed that the outer mode is

a nonlinearly saturated XK. This was based on the localization of the perturbation

close to the edge as observed in soft x-ray (SXR), electron temperature and electron

density measurements. In the present case, MHD stability calculations showed that

the plasma edge was close to the ideal XK stability boundary at the time when the

outer mode was observed. The SXR data of the outer mode (Note that the SXR

data does not actually show perturbation at the plasma boundary. This is inferred

from comparison with numerical computation and experimental consequences after the

development of the mode.) shown in figure 3(b) were compared with predictions based

on the mode structure of the computed ideal n = 1 XK mode shown in figure 3(c).

Excellent agreement was found, confirming the identification of the outer mode as an

XK mode [21].

M.S. Chu   Figure 3
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FIG. 3. Experiments in JET that identified the structure of the XK mode through detailed mapping of

the stability phase space and comparison of the soft x-ray signals. (a) The details of plasma discharge

trajectory in β(0)/〈β〉 - βN , showing the flattening of the pressure profile and increase of βN above the

no wall limit towards the ideal wall limit. (b) Tomographic reconstruction of the SXR emission profile

for the n = 1 perturbation and (c) expected emission profile constructed based on ideal perturbation

from ideal MHD calculation (reference [20]). [Reprinted courtesy of IOP, Nucl. Fusion 39, 1489 (1999).]
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In JT-60U, the internal and XK activity limited the achievement of high fusion

triple product, nD(0)τE(0)Ti(0), to equivalent QDT ∼ 1.05 [22]. Fluctuation profiles

determined by electron cyclotron emission (ECE) are shown in figure 4 and compared

with the mode pattern calculated with ERATO-J [23]. Apart from the growth time, the

observed fluctuation profile appears to be consistent with the ideal n = 1 kink ballooning

mode, with indication of possible coupling to the internal kink at the plasma center.

Extensive results on the verification of the stability boundaries of DIII-D plasmas,

including the identification of stability boundaries formed by the XK, is summarized in

the work of Turnbull et al. [24].

0.08
(a) (b)

t=6.1344 s
t=6.1347 s

E26919
m=3

m=2
(in-phase)m=1

(out of phase)
m=2

(in phase)

Rin Rout
High-βp H-mode
at q95 –2.8

0.06
0.04
0.02
0.00

–0.02δT
e/T

e

–0.04

–0.06
–0.08

2.4
0.0

0.0

0.2

0.4

0.6
ρξ

ρ

0.8

1.0
n=1

m=1
m=2

5

4

3

q

2

1

0

m=3

q

0.2 0.4
ρ

0.6 0.8 1.0
2.6 2.8 3.0

R (m)
3.2

axis

3.4 3.6 3.8 4.0

M.S. Chu   Figure 4

FIG. 4. The measured fluctuation in electron temperature vs. major radius in JT-60U for a high

performance high βp discharge that is limited by MHD activity. Shown in the left panel are the

amplitudes of different poloidal harmonics of δTe/Te (not normalized to ∇T ) which are to be compared

with the computed amplitudes from the ERATO-J code shown in the right panel (reference [22]).

[Reprinted courtesy of IOP, Nucl. Fusion 39, 1489 (1999).]

1.3.3. Verification of the growth rate of the XKs. Even in the very early experiments

that established the Troyon scaling law [18, 19], it was noted that the growth rates of the

limiting instabilities could be much different from that predicted by ideal MHD theory.

Therefore, although much of the characteristics of the βT limit in tokamak dis-

charges can be attributed to the XK, it seems that quite a lot of these discharges

cannot be described completely by the ideal MHD plasma model, neglecting the effect

of the external conducting wall. It was clear that the characteristics of the external wall

would have an important effect on the plasma stability. An example of the discrepancy

between the experimental time scale with the time scale of XK is given in experiment
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in TFTR [25] and shown in figure 5. The external mode, which was locked to the

wall (not rotating), grew on a time scale much slower than the expected Alfvén transit

time. A few hypotheses were proposed, including the possibility of a hybrid time scale

of the instability introduced by the evolving equilibrium [26, 27]. (Note that for these

experiments, the Alfvén time scale was of the order of sub µs, the equilibrium evolution

time of the order of tens of ms, whereas the resistive wall time was of the order of a few

ms. Therefore a hybrid time scale between the Alfvén and equilibrium evolution time

could be of the same time scale as the resistive wall time.)
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(b) (b)

FIG. 5. Experiments in TFTR showing the slow development in time of the instability which limited

the plasma discharge. Shown are (a) time evolution of perturbed magnetic field amplitudes (in Gauss),

(b) time evolution of maximum measured plasma displacement, (c) safety factor q, and (d) comparison

of computed displacement from PEST to the experimentally measured displacement for two discharges

with different rqmin
’s in TFTR. The discharge on the right has a larger radial region of shear reversal.

The growth times of the instabilities are inferred to be 1 ms (left) and 300µs (right) and much longer

than the Alfvén time around 1µs (reference [25]). [Reprinted courtesy of IAEA, adapted from Nucl.

Fuson 38, 1149 (1998).]
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1.4. Development of the advanced tokamak

One of the main drawbacks of the tokamak as a reactor has been that its configuration

is formed by the presence of substantial plasma current. Due to plasma resistivity,

the plasma current will invariably decay, limiting the discharge lifetime and prevent the

development of the tokamak into a truly steady state reactor. Various schemes have been

proposed to maintain the plasma current. The verification of the presence of bootstrap

current has completely changed this picture [28]. This self-generated plasma bootstrap

current has been verified to be proportional to plasma poloidal beta, βp = 〈p〉2µ0/〈B2
p〉.

(Bp is the strength of the poloidal magnetic field.) In principle, the tokamak can be

optimized to fully utilize this bootstrap current with additional external current drive

to produce steady state regimes. Steady-state operation with low recirculation power

for current drive implies operation at high poloidal beta, maximizing the fraction of self-

generated bootstrap current. Further, the values of βT , βp, and βN obey the following

relationship

βpβT ∼ 25[(1 + E2)/2](βN/100)2 , (9)

where E is the elongation of the plasma surface. According to this relationship

(9), shown in figure 6(a), high βp together with the requirement of high toroidal βT
led to the requirement of operation at high normalized beta (βN). The advanced
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FIG. 6. (a) The schematic operation space of the tokamak in the βT vs βp plane showing that raising

βN will allow the simultaneous achievement of high βp for high bootstrap current fraction and high βT

for high fusion power density. (b) The cross-section of the plasma and shape of the external wall of

a typical advanced tokamak together with profiles of the safety factor q and pressure gradient p′ vs.

the normalized volume Vn (reference [30]). [(b) Reprinted courtesy of APS, Phys. Rev. Lett. 74, 718

(1995).]
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tokamak [29, 30] was proposed which promises a high bootstrap current fraction, yet

still with high enough βT for sustained fusion reaction. This advanced tokamak regime

lies in the upper right quadrant of the parameter space of figure 6(a). In this figure,

q∗ = πBTa
2(1 + E2)/(µ0RI). According to equations (8) and (9), the full advantage of

the advanced tokamak relied on stabilization of the XK with an ideal wall close to the

plasma edge beyond what was achieved so far. The typical shapes of the plasma and

resistive wall, and profiles of the safety factor q and pressure gradient p′ for an advanced

tokamak is shown in figure 6(b) [30].

1.5. Challenges posed by the early theory and experiments

At the end of the early 1990’s, there was broad agreement between theory

and experiments recognizing that the XK limited plasma βT in tokamaks. The

experimentally achieved βT values were beyond the ideal MHD no-wall limit. Sometimes,

the time scale of the development of the instability has been found to be slower than

the Alfvén transit time scale or even the flux diffusion time scale through the external

resistive wall. A number of hypotheses were proposed as the cause of these discrepancies,

including the presence of a plasma mantle — a pressureless plasma which surrounded

the confined plasma, the halo current, two fluid effects, the presence of stochastic regions

surrounding the confined plasma. The contribution of the resistive wall was definitely

proposed, but no clear theoretical elucidation has been forwarded. It was recognized

that, a potentially large advantage can also be realized for the advanced tokamak if the

external resistive wall could be turned into a perfect conducting wall.

1.6. Response to the challenges

The most definite response to the challenges posed by the initial experiments and the

theory regarding the XK was provided by Bondeson and Ward [31]. They noted that

in the high βT discharges up to that time, the plasma was invariably heated by neutral

beam injection, which injected not only energy but also toroidal angular momentum

to the plasma. Plasma dissipation, when coupled with rotation would cause the oth-

erwise “slowly” unstable RWM predicted by Pfirsch et al. [13] to rotate with respect

to the external wall and stabilize it. They proposed that low n (n being the toroidal

mode number), pressure-driven, XK modes in tokamaks could be fully stabilized by

the resistive walls when the plasma rotated at some fraction of the sound speed. The

nature of this stabilization was shown in the figure 7(a) [31]. In this figure, the limiting

location for stability with an ideal wall is d/a = 1.7, here d and a are the radii of the wall
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FIG. 7. (a) Bondeson and Ward’s proposal for stabilization. Growth rate γ and slip frequency ω of

RWM w.r.t. the resistive wall and growth rate of plasma mode γideal are plotted versus the wall radius

for the n = 1 modes. The plasma pressure is about 30% above the no wall limit and the plasma is

rotating at Ω/ωA = 0.06 w.r.t. the resistive wall. Note the shaded region of 1.4 < d/a < 1.7 in which

both γ and the extended γideal are expected to be negative. This is the stability window in which

the plasma is stable to both the ideal branch and the resistive wall branch of the XK (reference [31]).

[Reprinted courtesy of APS, Phys. Rev. Lett. 72, 2709 (1994).] (b) Bishop’s intelligent shell concept.

The lines are a network of coils which cover the surface of the resistive wall to compensate for the

dissipated flux on the resistive wall (reference [32]). [Reprinted courtesy of IOP, Plasma Phys. Control.

Fusion 31, 1179 (1989).]

and plasma respectively. The ideal mode is stable with d/a < 1.7. When the resistivity

of the wall is taken into account, we observe the resistive branch of the XK, i.e. the RWM.

When the slip frequency of RWM with respect to the wall (due to the momentum input

from the plasma to the unstable mode) is large, the growth of the RWM is stabilized.

In their calculation, the physical mechanism for momentum transfer from the plasma

to RWM is toroidal coupling to sound waves and was effected by ion Landau damping.

They demonstrated this stabilization effect through extensive two-dimensional stability

calculations. With the RWM stabilized, they showed there is substantial gain in the

steady state βT limit. Bondeson’s proposal was that in a rotating plasma, the perturbed

plasma current Ip would force the perturbed current in the wall to rotate with respect

to the resistive wall. In this case, the Iw will not be able to grow in phase with Ip,

leading to stabilization.

As mentioned earlier, the similar proposal for the RFP in this context was forwarded

by Gimblett in 1989 [17]. This proposal later developed into the concept of rotating real

or virtual walls.
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An alternative proposal was first presented by Bishop [32] [figure 7(b)] to use a

network of external currents outside the resistive wall to replenish the flux leakage

though the resistive wall. The lines shown are Bishop’s conceptualization of a network

of coils. He pointed out that due to the good conductivity of the external resistive wall,

a very small amount of power supplied to the external coils is sufficient to replenish

the flux leakage and mimic the presence of an ideal wall for the discharge. This is the

basis of the feedback stabilization of the XK or RWM. In terms of the unstable current

systems introduced previously, Bishop’s proposal is to introduce yet another current,

the feedback current If . The purpose of this current is to compensate for the diffusion

of flux through the dissipation of Iw.

M.S. Chu  Figure 8
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of the XK mode and RWM as a function of

the normalized plasma pressure βN . Shown are

(a) stabilization of the XK mode by an ideal wall

and the RWM branch (dotted line) by a wall

with a finite conductivity, (b) stabilization of the

RWM by an increased amount of plasma rotation

and dissipation, and (c) magnetic feedback

stabilization of the RWM with an increasing

amount of feedback gain. This schematic is

based on the extended lumped parameter model

described in Appendix A.

The stability of the XK in a non-

rotating plasma is schematically shown in

figure 8. With no external wall (τw = 0),

the plasma is unstable if βN > βno−wallN .

Whereas for an ideal-wall (τw = ∞), the

plasma is stable up to the ideal wall βT
limit [figure 8(a)]. The growth rate of the

XK is large and usually of the order of the

Alfvén frequency. When the finite conduc-

tivity of the resistive wall is taken into ac-

count, a new branch, the RWM branch ap-

pears in the range of βN (βno−wallN < βN <

βideal−wallN ) that was destabilized by a re-

sistive wall. However although the RWM

is unstable, the growth rate is only of the

order of the flux diffusion rate of the wall

(γτw ∼ 1), and it is much slower than the

characteristic Alfvén frequency of the XK

(as shown by the dotted line). With plasma

rotation and dissipation included, first the

stability criteria of the RWM is modified.

At a critical plasma rotation frequency, a

stability window first appears if the βN
value is close to the βideal−wallN . The size of

the stability window increases with plasma

rotation and dissipation. This dependence

is shown in figure 8(b). It is interesting to
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note that increasing Ωφ (the toroidal rotation frequency of the plasma relatively to the

resistive wall) extends the stability window towards a lower value of βN . Above a critical

value of Ωφ, a complete stable path from low βN to the ideal-wall beta limit βideal−wallN

appears. The magnetic feedback stabilization approach is suggested by Bishop, taking

advantage of the greatly reduced growth rate of the RWM. For slowly growing modes, it

can be feedback stabilized by a system with a modest power supply, since the feedback

merely has to replace the flux loss through the vacuum vessel, which is taking place over

the skin time τw. With a low feedback gain, a stable domain starts to appear first at the

βno−wallN limit. The stable region is extended to higher βN by increasing the feedback

gain figure 8(c).

1.7. Brief description of the sections

Following the proposal of Bondeson and Ward [31] and that of Gimblett [17] and

Bishop [32], a host of experiments were dedicated to the study of the stabilization

of the RWM. These studies led to the identification of the global structure of the RWM

and its improved stability by plasma rotation. However, the effort of trying to determine

the rotation threshold resulted in varied predictions in both theory and experiment. It

is found the rotation threshold could depend on the experimental approach in which

the minimum rotation was arrived at. One approach is to introduce a large external

non-axisymmetric field to slow down a fast rotating plasma (magnetic braking) and

the other is to control the angular momentum input (low torque input) to the plasma

while minimizing the non-axisymmetric field which slows the plasma rotation and also

interferes with the development of the RWM.

Results from detailed experiments (in 1995 to 2005 in DIII-D) utilizing the

magnetic braking method pretty much follow the prediction of the Bondeson theory,

i.e. the plasma stability is observed when the rotation frequency is high. Because of the

effect of the large imposed non-axisymmetric (n = 1) field, the plasma rotation always

keeps on decreasing accompanied an increase of the extrnal perturbed signal at a very

slow rate, until a fast growth (on the resistive wall time scale) of the RWM is observed.

The threshold rotation frequency for the fast growth to occur was measured to be a

small percent of the Alfvén frequency.

This apparent two-phase-grwoth phenomena from DIII-D were at vairance with

some of the other experiments, for instance from JT-60 or NSTX. Although the values

of the rotation threshold were reported to be similar. In particular, experiments in

NSTX (reported in 2006) using n = 3 magnetic braking found only one growth phase.

Results from experiments from JT60-U and DIII-D (reported in 2007) utilizing

the method of low torque input with minimum external non-axisymmetric field were

measured to be less than 1% of the Alfvén frequency, i.e. much less than the prediction

of the Bondeson theory.
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These varied results posed a puzzle to the true nature of rotation stabilization of the

RWM. Independent of the effort in the research on RWM, the theory of plasma rotational

equilibrium in the presence of an external non-axisymmetric field was developed. It

resulted in the bifurcation theory of the plasma rotation speed. After examination of

the experimental data on rotational stabilization of the RWM, it was recognized that

the true RWM rotation threshold should correspond to the smaller value obtained in

the low torque input method. Whereas the threshold value observed in the large non-

axisymmetric field regime corresponds to the loss of rotational equilibrium when the

rotation speed falls below a threshold value. The prediction of threshold value using

fluid theory with phenomenological dissipation coefficient as shown in Bondeson’s is also

not appropriate. In the low rotation regime, the plasma dynamics can only be described

by the full kinetic models. The details of this development will be reviewed in section 2.

Therefore, the research into the stabilization of the RWM has firmly established that for

very low frequency MHD instabilities, the ideal MHD model for the plasma dynamics

is not valid any more. Rather, we need to take into account the full kinetic dynamic

response of the plasma. We also learned that in this regime, it is important to consider

the details of the plasma rotational equilibrium through torque balance in determining

the stability of the plasma.

By observing that the RWM can slow down the plasma, the research in RWM has

conclusively demonstrated the importance of non-axisymmetric fields in determining

the stability of the discharge in the very low frequency regime. This slowing down

effect is especially large when the plasma is close to marginal stability of the RWM. By

compensating for the non-axisymmetric field, the discharge can usually be maintained

stably for a long duration. The interaction of the plasma with the external non-

axisymmetric field was intensely studied both theoretically and experimentally. It is

found that the plasma viscosity is affected by the particle drifts in the non-axisymmetric

field, giving rise to the neoclassical toroidal viscosity. This drift also prescribes a definite

rotation speed to the plasma and it is proposed that this rotation can be utilized to

stabilize the RWM. The progress in this area is reviewed in section 3.

In addition to rotation stabilization, the plasma instability can be actively stabilized

by utilizing magnetic feedback as proposed by Gimblett and Bishop. The progress in this

area relevant for the stabilization for the RWM is reviewed in section 4. The techniques

developed up to now can be utilized not only to stabilize the RWM, it can also be used

to stabilize various other instabilities.
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Most of the research activities reported in sections 2, 3, and 4 are for present day

tokamaks. In section 5, the application to ITER is discussed. We also briefly review

the related work for other confinement systems such as reversed field pinch (RFP) and

stellerators. The RWM is an important and active research topic for the RFP. Much

important progress has been achieved. In the RFP, Bishop’s [32] original idea has

truly come to fruition. Whereas it is conceivable that in the future the stabilization

of the RWM could also become a potentially important topic for compact high beta

stellerators.

Finally a brief summary and discussion is given in section 6.

It is the purpose of this review to present the necessary theoretical foundations

for each topic within each separate section. Because the ITER class devices are being

recognized as the major next step devices, the emphasis of this review is on results that

can more readily be extrapolated to ITER.
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2. Rotational Stabilization of RWM

As mentioned in section 1.5, rotational stabilization of the RWM is probably the

major reason for the discrepancy between the experimentally observed βT limit and

the theoretically computed value ignoring the stabilizing effect of the resistive wall.

However, how this stabilization comes about in conjunction with the MHD theory

needed a convincing demonstration. The necessary modification of ideal MHD theory

given in section 1 was proposed and demonstrated first by Bondeson and Ward [31].

2.1. Bondeson and Ward’s proposal of rotation-dissipation stabilization of RWM

In 1994, through extensive computation (with a rotating wall surrounding a stationary

plasma), Bondeson and Ward proposed that the pressure-driven, ideal XK modes in

tokamaks can be fully stabilized by resistive walls with plasma rotation. For plasmas

with a resistive wall, there are two types of potentially unstable modes: (1) the “RWMs”

that penetrate, and are nearly locked to the wall, and (2) modes that rotate with the

plasma and for which the wall acts as a near perfect conductor. For modes rotating

with the plasma (quickly relative to the wall), the stabilizing effect of the wall increases

when the wall is brought closer to the plasma, while for the RWMs, the stabilization

improves with increasing wall distance. When the plasma rotates at some fraction of

the sound speed, there is a window of stability to both the wall-locked and the rotating

mode. This is the main result of the work by Bondeson and Ward [31] and was shown

in figure 7(a).

Bondeson and Ward [31] provided the following explanation for the stabilization of

the RWM. As shown in reference [6] for the tokamak, during an instability, the energy

flux through the plasma boundary to the vacuum region is given by the equation

δWp =
1

2

∫
plasma−surface

ξ
∂ξ

∂x
dS . (10)

For a plasma with rotation, the energy flux becomes complex. It means that the

perturbed magnetic field at the plasma boundary becomes a rotating field. In other

words, the radial and poloidal components of the perturbed field acquired a phase shift

with respect to each other. Because the perturbed flux is proportional to the perturbed

displacement, we may also express Bondeson’s idea in terms of the perturbed magnetic

flux function ψ. For linear stability, the amplitudes of the perturbed quantities are

arbitrary, the stability information is contained in the logarithmic derivatives of the

perturbed quantities. Therefore Bondeson’s hypothesis is equivalent to demanding the

logarithmic derivative of ψ at the plasma edge r = a be written as

ψ′

ψ

∣∣∣∣
a−

= −m
a

(1 + x+ iy) . (11)
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Here, m is the poloidal mode number. The real part of equation (11), ∼ (1 + x)

means that the perturbed magnetic field transfers energy through the plasma boundary

(1 is the amount for marginal stability, and x determines whether there is an excess

or deficit for instability or stability) and the imaginary part iy means that “angular

momentum” is also carried by the perturbed magnetic field through the plasma

boundary. One remarkable feature of figure 7(a) is that when the RWM is stabilized

by rotation (with d/a > 1.4), it becomes increasingly more stable with increasing wall

distance. This counter intuitive behavior was explained by the following observation.

In cylindrical geometry, the perturbed magnetic flux function satisfies ∇2
⊥ψ = 0 in the

vacuum region and the poloidal harmonic m is a linear combination of r−m and rm. The

growth rate of the RWM is γ = d∆′w/τw, where ∆′w = [ψ′(d+)−ψ′(d−)]/ψ(d). A simple

calculation gives

d∆′w
2m

[
1−

(
a

d

)2m
]

= − (x+ iy)

(w − x− iy)
, (12)

where w = 2/[(d/a)2m − 1]. For the case without rotation, y = 0, and the equilibrium

is unstable without an external wall, x > 0. Equation (12) then predicts that the RWM

is unstable for d < dideal = a(1 + 2/x)1/2m. With increasing wall radius, ∆′w → +∞
when d → dideal. When the rotation frequency is finite, y is non-zero. This eliminates

the zero in the denominator of equation (12) so that ∆′w remains finite and complex for

all wall distances. Thus, rotation effectively separates the resistive wall mode from the

plasma mode. As d increases, γ will behave as shown in figure 7(a) and the RWM is

stabilized when d exceeds the threshold distance of a[1 + 2x/(x2 + y2)]1/2m.

Bondeson and Ward [31] used both extensive computation and a simple

mathematical model to support the proposition that the RWM can be stabilized by

plasma rotation when the inherent plasma dissipation is taken into account.

We may summarize the salient features of this mode as predicted by the theoretical

investigations of reference [13, 31]:

• The mode is unstable only if the plasma βT is above the no-wall limit yet below

the ideal-wall limit,

• The growth rate of the mode is comparable to the rate of flux diffusion through the

resistive wall,

• The frequency of the mode is comparable to its growth rate yet the plasma could

be rotating very fast relative to the wall,

• The mode has a global structure,

• The mode can be stabilized by plasma rotation.
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These properties can all be tested by appropriately designed experiments. Since

the mode is unstable only if the plasma βT is above the no-wall limit yet below the

ideal-wall limit, it is useful to define a parameter Cβ to indicate how much the plasma

is above the no-wall limit.

Cβ =
βN − βno−wallN

βideal−wallN − βno−wallN

. (13)

2.2. Theoretical development of rotational stabilization of the RWM

2.2.1. Essentially ideal plasma response — robustness of the rotation-dissipation

stabilization mechanism. The publication of the theory by Bondeson and Ward [31]

has aroused much theoretical interest. Because their original results were obtained

numerically, there were theoretical efforts aimed at clarifying the analytic properties of

this stabilization. Amongst these are: (1) the mechanism of stabilization of the RWM,

(2) the predicted critical rotation speed, (3) the size of the stability window. Notable

among the theories are those of Betti and Freidberg [33] and that of Fitzpatrick and

Aydemir [34] in their efforts to clarify the analytic relationships between the stability

properties of the plasma and the assumed dissipation mechanisms.

In the analytical theory developed by Betti and Freidberg, a stability analysis

of the XK mode is carried out for a cylindrical plasma in the presence of a resistive

wall, plasma flow, and coupling to the sound wave continuum. It is confirmed that the

resonance of the mode with the sound wave continuum produced an effective dissipation.

The combined effect of dissipation and plasma flow opened up a window of stability

for the RWM and provided an explanation of the numerical results of Bondeson and

Ward. They also noted that toroidal effects increase the dissipation expected from the

cylindrical model and the basic dispersion relation is cubic in the growth rate γ.

Fitzpatrick and Aydemir developed a simplified cylindrical model of this rather

complicated stabilization mechanism in which the required plasma dissipation is pro-

vided by edge plasma viscosity. Due to its simplicity in capturing the key physics of the

RWM, it has been useful in comparison with experiments or for further developments

of theoretical insights. The details of this model are presented in Appendix B. In this

model, the dispersion relation of the RWM also reduces to a simple cubic equation,

which results from the coupling between the quadratic equation of the ideal mode and

the linear equation of the flux diffusion on the resistive wall (section 2.3.2). Although the

plasma models are very different, the predictions of the Fitzpatrick-Aydemir model agree

surprisingly well with the more sophisticated model of Betti and Freidberg. According

to both models, the critical toroidal plasma velocity required to stabilize the RWM
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is of the order k‖aVA, where k‖ is the parallel (to the magnetic field) wave number

of the RWM at the edge of the plasma, a the plasma minor radius, and VA is the

typical Alfvén velocity. XK modes are only unstable in cylindrical tokamak plasmas

when k‖a << 1 for low n (toroidal mode number) kink modes. Hence the critical

rotation velocity is only a few percent (5%, say) of the Alfvén velocity. Such rotation

velocities are regularly generated in present day tokamaks when they are heated via

neutral beam injection (NBI). Although plasma dissipation is needed for the stabilization

of the RWM, the width of the stability window (in βT ) becomes independent of the

dissipation once it exceeds a (small) critical magnitude. This fact helps to explain

why the Fitzpatrick-Aydemir and Betti-Freidberg models agree fairly well, despite their

quite different dissipation mechanisms. Thus, both of these works confirm the physical

picture advanced by Bondeson and Ward. Both plasma dissipation and rotation have

been shown to be necessary for stabilization of the RWM. The plasma rotation required

for stabilization has been estimated to be a few percent of the Alfvén speed. However,

the ion sound speed scales well with the Alfvén speed and the plasma rotation is thus

typically of the order of the sound speed. Further, the ion species scaling is the same,

making the experimental determination of critical rotation between scaling with respect

to sound speed (Cs) or Alfvén wave speed (VA) intractable [35].

2.2.2. Influence of plasma resistivity. A different stabilization mechanism was

proposed by Finn [36]. He also studied the stability of the RWM in the context of

a cylindrical plasma (with infinite aspect ratio) surrounded by a resistive wall and with

rigid plasma rotation. He showed that modes with mode rational surfaces in the plasma,

for example, βT driven XKs in a torus, are stabilized just below the ideal threshold

by becoming resistive (tearing-like) modes, which can be stabilized in the presence

of a resistive wall and rotation. One consequence of the plasma becoming resistive

is the possibility of the development of magnetic islands, which are very effective in

transferring momentum to the RWM and it is predicted that only very small plasma

rotation frequency (≤1% of Alfvén transit frequency) is sufficient for the stabilization

of the RWM. This branch of the RWM is subsequently called the resistive plasma RWM

(RP-RWM).

The stability of a plasma with the inclusion of resistivity was further analyzed by

Betti [37] for a circular plasma with a large aspect ratio A = 1/ε. He found that, as

proposed by Finn, the resistive plasma RWM (RP-RWM) occurred at a lower βT value

than the ideal plasma RWM (IP-RWM).
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Finn’s model and the RP-RWM mode was subsequently analyzed by Bondeson

et al. [38]. These authors analyzed the situation of a single mode rational surface

q = m/n in a finitely conducting plasma by the resistive kink dispersion relation

of Coppi [39]. The possibilities for stabilization of both the ideal and the resistive

instabilities are explored systematically in different regions of parameter space. The

study confirms that an ideal instability can be stabilized by a close fitting wall and a

bulk plasma rotation frequency in the order of the resistive growth rates [36]. However,

the region in parameter space where such stabilization occurs is very small and appears

to be difficult to exploit in experiments. The overall conclusion from the cylindrical

plasma model is that resistive modes can readily be wall stabilized, whereas complete

wall stabilization is hard to achieve for plasmas that are ideally unstable with the wall

at infinity.

2.2.3. Torque balance in a rotating plasma. In an axisymmetric confinement device

such as the tokamak or the RFP, the plasma rotation and rotation profile are determined

by the combination of several factors. First, even without any external torque input,

the plasma has been found to have a natural tendency to rotate [40, 41]. The source

of this rotation is most likely due to the ambipolar transport processes that maintain

the macroscopic charge neutrality of the plasma. It is an area of active research and

beyond the scope of the present review to discuss its detail. But this rotation speed is

fairly small, of the order of the plasma diamagnetic frequency. Second, the plasma may

be subject to an external torque input, such as through the injection of neutral beams

and/or through the electromagnetic interaction with the external resistive wall and also

the possible interaction with the external error field. Third, the plasma flux surfaces

have an anomalous viscosity with respect to each other. These various factors combine

together to determine the rotation profile.

The torque induced by a plasma resistive instability and the external resistive wall

was first studied in detail by Nave and Wesson [42]. Rotation of MHD modes and

torque balance between the plasma and the external resistive wall has also been pointed

out as being important in determining the stability of MHD modes by Hender [43]. In

1993, two pioneering studies on the bifurcation of plasma equilibria with flow appeared.

In the paper by Jensen et al. [44], the authors considered the problem of determining

the equilibrium rotation velocity of a magnetic island in a plasma heated by neutral

beam injection and surrounded by a resistive wall, by considering the torque balance

relation for the magnetic island. The plasma, which is assumed to be trapped by

the magnetic island, is imparted with angular momentum by neutral beam injection

and moves through the ambient plasma, which provides viscous drag, to slow down

the island. This was the situation of the tearing mode generated island interacting with
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FIG. 9. Viscous and electromagnetic forces

acting on a magnetic island versus normalized flow

velocity in the z (toroidal) direction (assumed to

dominate). An intersection represents a solution

of force balance. For the case of a “large” viscosity,

only one (slipping) solution exists; for a “small’”

viscosity, only a (locked) solution exists. For a

“medium” viscosity, both a stable slipping and

a locking solution exist as well as an unstable

solution (reference [44]). [Reprinted courtesy of

AIP, Phys. Fluids B5, 1239 (1993).]

an external resistive wall. They found that,

depending on the plasma viscosity, the

equilibrium rotation velocity of the island

can have two different values as shown in

figure 9. For the case of a “large” viscosity,

only one (slipping) solution exists; for a

“small” viscosity, only a locking solution

exists. For a “medium” viscosity, both

a stable slipping and a locking solution

exist as well as an unstable solution. This

“bifurcation phenomenon” can be viewed

in different ways. For the situation where

the viscosity is fixed, then the size of the

magnetic island could be used as the control

parameter. In this case, a small island

would be in the slipping branch, a large

island would be in the locked branch and

an island with an intermediate size could be

either in the slipping or the locked branch.

This same bifurcation was also discovered

by Fitzpatrick in 1993 [45] with the same

conclusion. Of course, the torque balance

and bifurcation relation is quite general

and could be applied either to a tokamak

or an RFP. For an RFP, the transition

between these branches has been studied

quite extensively by Guo et al. [46, 47, 48].

Plasma with a magnetic island and in equilibrium with an external resistive wall

has been observed to be in either a high or a low rotation frequency and a forbidden

frequency band was observed by Gates and Hender [49] in COMPASS-D.

The connection of this bifurcation phenomenon with the RWM is clarified quite el-

egantly by Fitzpatrick [50]. He showed that the bifurcated states of a rotating tokamak

plasma in the presence of a static, resonant, error-field (external field) are strongly anal-

ogous to the bifurcated states of a conventional induction motor. The two bifurcated

plasma states are the unreconnected state, in which the plasma rotates and error field
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driven magnetic reconnection is suppressed, and the fully reconnected state, in which

the plasma rotation at the rational surface is arrested and driven magnetic reconnection

proceeds without hindrance. Therefore, the two bifurcated states of the plasma do not

have to have islands rotating through the plasma. In his investigation, the problem

was viewed as the response of the plasma to an external error field. He found that the

response regimes of the rotating plasma depends critically on the state of the plasma in

the vicinity of the rational surface. This response is characterized by three dimensionless

parameters: the normalized plasma viscosity, P , normalized plasma rotation Q, and the

normalized plasma resistivity, R.

P =
τR
τv

,

Q = τ
2/3
H τ

1/3
R ω ,

R = κ1/5p

τ
1/5
H

τ
1/30
R τ

1/30
v

. (14)

In equations (14), the resistive diffusion time τR is given by τR = µ0r
2
sσ(rs), µ0

being the vacuum permeability, rs the radius of the singular surface, and σ the

conductivity; the viscous diffusion time τv given by τv = [r2sρ(rs)]/[µ(rs)], ρ being

the density and µ the fluid viscosity; and the hydrodynamic time τH given by τH =

(R/BT )
([√

µ0ρ(rs)
]
/(ns)

)
, with R the major radius, BT the toroidal magnetic field,

n the toroidal mode number; and s is the magnetic shear given by s = (r/q)(dq/dr),

with q being the safety factor. ω is the rotation frequency of the plasma and κp is here

a profile parameter of the viscosity. The appropriate response regime for low density,

ohmically heated tokamak plasmas is found to be the nonlinear constant ψ regime for

small tokamaks, and the linear constant ψ regime for large tokamaks. The details of

these regimes are explained in reference [50]. For a plasma rotating at a frequency ω0 in

the absence of the external error field, the transition between the high rotation state to

the low rotation state occurs at approximately ω0/2, quite independent of the details of

the different regimes. One of the conclusions of this study is that the critical error-field

amplitude required to trigger error-field driven magnetic reconnection in such plasmas is

a rapidly decreasing function of machine size, indicating that particular care may need

to be taken to reduce resonant error fields in a reactor-sized tokamak [50].

2.2.4. RWM in the presence of error fields. Around the late 1990’s, the prevail-

ing opinion was that Bondeson’s hypothesis of rotation-dissipation stabilization of the

RWM was correct and the threshold rotation speed for stabilization was around a few
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percent of the Alfvén speed. The experimental evidence indicated that reducing the

error field in rotating plasmas and thus raising the rotation by removing drag led to

longer duration of the plasma discharges. Gimblett and Hastie [51] realized that the

torque balance relation in section 2.2.3 could provide insight into the dynamics of the

plasma and should be included in the analysis. They first employed Finn’s model [36]

and showed that development of the magnetic island provided momentum exchange

between the plasma and the resistive wall. A nonlinear mechanism is then available

to determine plasma rotation self-consistently by an equation of torque balance. Using

this RWM development model, the small stability window found in the linear studies

of references [36, 37, 38] can be considerably extended at the expense of the growth of

a magnetic island. On the other hand, depending on the initial rotation, the system

can reduce the plasma rotation rate asymptotically to zero while the island continues

to grow.

In 2002, Fitzpatrick [52] generalized the Fitzpatrick-Aydemir model (Appendix B)

to include the effect of an external error field and with the torque balance relation to

determine the rotation velocity of the plasma. One important element of this model

is that rotation together with edge dissipation can stabilize the RWM in the range of

the observed rotation speed. Numerical methods were applied to solve the resultant

equation that determines the rotation speed and amplitude of the RWM. The results

indicated that the development of the amplitude and rotation speed agree qualitatively

with observation [53].

In a subsequent analysis by Gimblett and Hastie [54], they classify the stability

of the RWM as three types: (a) with a stability window (Ω1 ≤ Ω ≤ Ω2), such as

the theory of Bondeson and Ward [31]. (b) never stable, Ω 6= 0 merely reduces linear

growth rate and never stabilizes the plasma, such as Finn’s model [36] (c) with only

a Ωcrit, Ω ≥ Ωcirt for stability, such as Fitzpatrick-Aydemir’s model [34] and Boozer’s

assumption [55] to be discussed in detail in sections 3.1, 3.2.1. It is noted that during

the plasma evolution, the error field current is fixed, and not the error field flux, which is

essentially an eigenvalue of the plasma-external error field system during the evolution.

They used Finn’s model to show theoretically that reducing error field amplitude in this

type of models actually lengthens the duration of a “stable” discharge, but the mode

actually was never stable. This shows features in accord with experimental observations

from the DIII-D device. They then went on to suggest that if models of type (b) or (c)

were valid for the RWM in ITER, it would require either active (section 4) or passive

feedback stabilization of the RWM. They suggested detailed comparison of experimental

data from large tokamak devices, with the predictions from alternative plasma models

in future experiments to resolve this issue.
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2.2.5. Further development of the theory of a secondary rotating wall The very

attractive concept of a secondary rotating wall for stabilizing the RWM in RFP originally

proposed by Gimblett in 1989 [17] was further investigated by many theorists. In 2000,

this concept was studied for its suitability for a tokamak [56]. It was concluded that

provided the second wall is suitably positioned, RWM stabilization of a tokamak is

possible even in the absence of plasma rotation. In 2001, it was concluded by Freidberg

and Betti [57] that the required rotation speed of the wall was too large to be practical.

On the other hand, the equivalent concept of a virtual rotating shell (which is discussed

in section 4.3.1) was studied by Fitzpatrick and Jensen [58] in 1996 and concluded to be

quite feasible. The secondary rotating wall concept was analyzed by Taylor et al. [59]

instead for a wall with non-uniformly rotation to avoid the locking of the RWM to the

wall. Their conclusion was that in the case of toroidal rotation, the RWM is readily

stabilized at large rotation velocity. In case of poloidal rotation, RWMs do not lock

to the wall and have a complicated behavior at intermediate velocities. The RWMs

are again stabilized by large poloidal wall velocity. The rotating wall concept was later

analyzed by Hegna [60] for the case of a linear screw pinch with line-tying at the end

walls. He found that the screw pinch can be stabilized if the edge q value is small.

For a given equilibrium, there exists an optimal spacing between the stationary and the

rotating wall that minimizes the critical rotation frequency of the wall for stabilization.

2.2.6. Challenge imposed by slow plasma rotation — kinetic plasma models. By 2004,

there was experimental evidence of a reduced plasma rotation threshold for the stabiliza-

tion of the RWM below the range of 1% of the Alfvén transit frequency (section 2.2.2).

A numerical study was presented by Hu and Betti [61] considering the potential energy

δWk induced by MHD displacements on plasma particles in a high temperature plasma.

This represents a major deviation from previous analytic models in which the plasma

was considered to essentially obey the fluid equations. Their kinetic approach also went

beyond the models used by MARS [31, 62] at that time in considering not only the

bounce and transit resonances, but also the diamagnetic and magnetic drift resonances

of the particles. This is more appropriate for plasmas with rotation frequency compa-

rable to the magnetic (curvature and gradient) drift frequencies of the plasmas. They

pointed out that the diamagnetic drifts and the magnetic drifts (which were neglected

in previous studies), can provide substantial additional stabilization through δWk. The

trapped particle compressibility and the resonance between the mode and the preces-

sion drift frequency leads to a significant improvement of the βT stability limits. It
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was suggested that, within the framework of their simplified model, the RWM could be

fully suppressed and the plasma could be stable up to the ideal wall βT limit with slow

plasma rotation. In short, they pointed out that the more relevant dispersion relation

for the RWM is

γτw = −δW∞ + δWk

δWb + δWk

. (15)

Here δW∞ is the fluid potential energy without the external conducting wall and δWb

is the fluid potential energy with the inclusion of an ideal external wall at b, δWk is the

kinetic contribution to the potential energy evaluated using the fluid RWM eigenfunction

(section 2.3.5). Their suggestion stimulated much interest and improved understanding

of the plasma dynamics during the development of the RWM. Note that in equation (15)

it was assumed that the bulk of the plasma behaves ideally at the singular layers at which

q = m/n. Therefore, it was implicitly assumed that there were no islands present at

these singular layers.

2.3. Models and codes for analysis of experimental data

The analytic theories developed in the previous section 2.2 provided important insights

into the stabilization of the RWM. In analyzing experiments, it has been found useful to

resort to the equivalent circuit models for the plasma. This provides a simple first type of

model for the RWM. The second type of model is a comprehensive model for simulation

of the RWM experiments. It was pointed out the precise dissipation mechanism could be

quite immaterial according to Betti and Friedberg’s [33], and Fitzpatrick and Aydemir’s

theory [34, 52] and Bondeson and Ward [31] (section 2.2.1). On the other hand,

other class of theories, such as Finn’s [36, 37, 38] theory or the more recent theory

by Hu and Betti [61] predict very optimistic low rotation requirements for stabilization.

Therefore alternative lines of approach were adopted for the systematic investigation of

the stabilization mechanism and comparison with experiment.

2.3.1. The lumped parameter model. The lumped parameter model provides a sim-

plified description of the plasma in terms of the perturbed plasma current Ip and the

wall current Iw for comparison with experiment. It was introduced in the paper by

Okabayashi et al. [63] for a cylindrical plasma without flow, with the perturbed plasma

current concentrated at the plasma surface. It was further generalized to plasmas with

flow in reference [64]. The details of this model are given in Appendix A. We note that
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in principle, this model, when generalized to account for the actual spatial distribution of

the current in the plasma and the wall, should be able to provide a complete description

of the plasma dynamics in the fluid regime [64]. From the discussion in the previous

section, to describe the interaction of plasma current with the external wall using surface

current could be sufficient to account for the energy and momentum exchange. Including

plasma flow, the basic equation is:

LeffIp +MpwIw = 0 . (16)

In equation (16), the Ii’s with i = (p, w) are the currents in the (plasma, wall). Leff is

the effective self-inductance of the plasma. The Mpw is the effective mutual inductances

between the plasma and wall currents. The time scale is set by the resistive wall,

therefore the current on the resistive wall satisfies

∂

∂t
(MwpIp + LwIw) +RwIw = 0 . (17)

This model provides a description of the plasma and wall in terms of direct

measurable quantities The major advantage of the lumped parameter model is the

extreme simplicity of the model, the full dynamics of the system is encapsulated in

the effective self- and mutual-inductances. Yet the major draw back is that many

different more detailed plasma models that include the full dynamics of the plasma can

result in the same lumped parameter model. Therefore, the suitability of one specific

lumped parameter modeling for the description of a particular experiment may not

guarantee its suitability for another experiment. For the purpose of extrapolation to

future experiments, we have to be sure that the key parameters for the two experiments

are compatible with each other. A discussion on the sufficiency of simplified models

from a more theoretical point of view was provided by Pustovitov [65].

2.3.2. The MARS code and its generalization. The goal of the continued development

of the MARS code is to validate the stabilization mechanism for the RWMs. MARS [62,

66, 67, 68], is a linear stability code using the eigenvalue approach to find the plasma

stability with the complex growth rate being the unknown eigenvalue. Detailed

formulation of this model with improved physical models of the plasma or the external

vacuum regions are given in references [62, 66, 67, 68]. A brief summary of the

formulation in MARS is given in Appendix C.

The first study of the RWM by Bondeson and Ward [31] was carried out with

MARS, using analytic equilibrium profiles, assuming the plasma to be stationary and

the wall to be rotating. It is natural in the ensuing research on the RWM to employ and

extend MARS for detailed comparisons with experiments. For instance in the study by
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Bondeson and Ward, they assumed the wall is rotating, therefore implying a uniform

plasma rotation frequency with respect to the resistive wall. It was reasoned that the

stabilization of RWMs derives from the relative rotation of the plasma with respect

to the wall and should be relatively independent of whether the wall or the plasma is

rotating. However, this study did not address the role of sheared plasma rotation and

would not be able to determine whether rotation at the plasma center or edge is more

effective in providing the dissipation and stabilization. The generalization of the MARS

code to include sheared plasma rotation was reported in the work of Chu et al. [62].

In this work, it was also pointed out that the dispersion relation for the XK given in

equation (5) is generalized from a quadratic to the following cubic equation.

(γ + inΩ)2δK + (γ + inΩ)D + δWp +
δW b

vγτw + δW∞
v

γτw + 1
= 0 . (18)
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FIG. 10. Generic stability diagram for the cubic

dispersion relation for RWM. Growth rate γ as

a function of the external wall location b for

coupled XK and diffusion through the resistive

wall. The critical wall distance is at bc. Three

branches of the solution are shown. At Ω=0

(no plasma rotation, long dashed curves), one

of the branches is unstable at all b. The other

two branches are stable. As Ω increases, induced

coupling between the stable and unstable branches

causes the stability window to appear. Here Ωc

is the critical frequency for mode coupling. It is

also close to the frequency at which the stability

window first appears. The three branches of

solutions at Ωc are shown as dotted curves. For

Ω� Ωc, the stability windows become substantial

in size. These three branches are shown as solid

curves (reference [62]). [Reprinted courtesy of

AIP, Phys. Plasmas 2, 2236 (1995).]

In equation (18), Ω is the rotation

frequency of the plasma, (γ + inΩ)D is

the energy dissipated in the plasma and

δW b
v and δW∞

v are the perturbed energy

in vacuum with the wall at b and ∞
respectively. The general characteristics of

its solution are given in reference [62].

Without rotation, and with a perfectly

conducting external wall, there are two

modes present in the plasma. One is

the unstable XK when b is larger than bc
and the other is a stable plasma mode.

Resistive diffusion of flux on the resistive

wall introduces a third branch into the

stability diagram and destabilizes the XK

when b is less than bc and appears as

the RWM. As Ω increases, the RWM is

stabilized by coupling to XK mode. This

mode coupling is indicated in figure 10 by

the curve Ω = Ωc. At Ωc, the two branches

coalesce and exchange character (note this

is not the rotation frequency at which the

stability window first appears). A further

increase in Ω leads to further opening up of

the stability window.

A further extension of the MARS

code was the implementation of magnetic

feedback and the kinetic damping model

into MARS-F [67]. The damping model
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was based on the work of Bondeson and Chu [69]. In this work, the plasma rotation

speed was assumed to be higher than the diamagnetic and magnetic drifts of the par-

ticles but comparable to their bounce frequencies. Although this provides an improved

justification to the dissipation model than the sound wave damping model employed

previously, it was still not valid when the rotation frequency drops further to the range

of the particle diamagnetic or magnetic drift frequencies. Included in the MARS-F is

also the capability of magnetic feedback with details of the poloidal structure of the

external feedback coils.

Yet a further extension of the code was undertaken in 2008 [68]. In this new

version (MARS-K), the particle diamagnetic and magnetic drift frequencies are included.

Therefore, it can evaluate the kinetic stabilization effect pointed out by Hu and

Betti [61]. Depending on the mode frequency and growth rate, these drifts afect the

kinetic δWk differently from that prescribed by Hu and Betti. In principle, the final

value of the growth rate and frequency would depend on the complete eigenfunction

(and not just the eigenfunction based on the ideal MHD theories), which should be

evaluated self-consistently including these drifts. These non-perturbative effects of the

real frequency on the δWk are included self-consistently in MARS-K.

2.3.3. AEGIS and AEGIS-K. Adaptive Eigenfunction Independent Solution shooting

(AEGIS) [70] code and AEGIS-K [71] represent a different numerical approach (from

using finite element) in the development of multi-time and multi-spatial scale codes

for the study of linear stability problems (including the RWM) in plasma. AEGIS-

K generalizes AEGIS [70] which is an ideal 2D-MHD code. The salient feature of

AEGIS is that it employs the adaptive shooting method in the radial direction and

Fourier decomposition in the poloidal direction. It therefore uses a numerical method

similar to that of DCON(Direct Criterion of Newcomb) linear ideal stability code [72].

The general solution is a linear combination of the independent solutions of the Euler-

Lagrangian equations solved by the adaptive shooting. A multiple-region matching

technique is used to overcome the numerical difficulty associated with the stiff nature

of the independent solutions. Because it is adaptive, the AEGIS code has very good

resolution near the singular surfaces of MHD modes. It has the additional advantage

of allowing the investigation of low, intermediate and high mode numbers. In AEGIS-

K [71], the plasma is assumed to obey the gyrokinetic equations. The gyrokinetic theory

employed in AEGIS-K, which was developed mainly for the application to the RWM,

has been shown to: (1) recover the MHD limit in both perpendicular and parallel

dynamics, and (2) recover the full finite Larmor radius effects. The AEGIS-K code has

been applied to study the low rotation stabilization of the RWMs in ITER AT scenarios.

The particle wave resonances, the coupling of the shear Alfvén continuum damping, the

trapped particle effects, and the parallel electric field are all taken into account.
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The effect of finite wall thickness on the stability of n = 1 RWMs in toroidal

plasmas is investigated by Zheng et al. [73] using AEGIS. The finite thickness of the

resistive wall has been found to reduce the growth rate of the RWM. No contribution

to stabilization is found to be made by the portion of the wall that is located beyond

the critical position for a perfectly conducting wall to stabilize the RWM.

2.3.4. MARG2D. MARG2D [74] adopts the view point that for tokamak plasmas,

the important nonideal MHD effects are concentrated near the mode rational surfaces.

Across these surfaces, the plasma eigenfunctions are connected by the stability index —

∆′ (the jump in logarithmic derivative of the resonant component of the eigenfunction).

Therefore, the strategy of MARG2D for studying the RWM, in which kinetic and

nonideal MHD effects are important, is to propose a tractable implementation of a

numerical scheme for the computation of ∆′. The scheme divides the plasma region into

inner layers and outer regions as in the conventional asymptotic matching method. The

essential difference is that each inner layer in the new scheme has a finite width (including

the rational surface). Thus, the outer regions, which are governed by the Newcomb

equation will have no singularity at their terminal points. The matching condition in this

scheme is that the normal component of the plasma displacement vector is connected

smoothly among outer regions and inner layers. It has been demonstrated that the

new scheme can be applied to the initial value problem of the Frieman-Rotenberg [75]

equation to analyze the effects of rotation on MHD modes.

2.3.5. MISK The MISK code is based on equation (15). It adopts the perturbative

approach and uses the eigenfunction from the MHD code PEST as input to evaluate

δWk (section 2.2.6). It was first used by Hu et al. [61] to study the stabilizing kinetic

effect of bounce and magnetic drifts of trapped particles. Using this code, qualitative

stability diagram is obtained for the stability of RWM in NSTX [76, 77]. It shows that

NSTX is expected to be stable at low rotation, with reduced stability over the range of

rotation frequency at which the RWM was observed in experiments. Thus indicating

that either some other destabilization mechanism is present or perturbative approach is

too optimistic.

It should be mentioned that for the models in sections 2.3.2, 2.3.3, 2.3.4, 2.3.5 to

more accurately model the plasma in the frequency regime relevant for the RWM, the

collisions of the particles, especially the ions are expected to be in the same frequency

range. Therefore it needs to be modeled accurately. This is one of the aspects yet

lacking in all models mentioned above.
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2.4. Experimental identification of the RWM

Soon after the publication of the rotational stabilization theory of the RWM by Bondeson

and Ward [31] and the confirmation by various analytical theories described previously

in section (2.2), experiments were started to test these predictions. First amongst these

experiments is to identify the existence of the RWM in a rotating plasma by looking for

the signature of the predicted MHD perturbation.

By early 2004, the RWM in a rotating plasma had been identified in most of the

major high βT tokamaks. The cross-sections of these devices are shown (together with

the location of the external perturbation or feedback coils) in figure 11. The parameters

of the tokamak plasma and external wall in which unstable RWMs were studied are

summarized in Table I. In those early experiments, the plasma rotation at the onset of

RWM is 1%–2% of Alfvénic velocity at q = 2, 3 surfaces. The unexpected consequences

were that growth of the RWMs is sometimes followed by a major or minor β collapse or

disruption. These results also suggest that a toroidal rotation frequency below 1%–2%

is insufficient for stabilization of the RWMs by the resistive wall (c.f. section 2.6).

M.S. Chu  Figure 11
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FIG. 11. Configuration of the tokamaks and external walls in which the RWM has been observed.

Shown in (a) are the NSTX, DIII-D, JET, JT60-U, and PBX-M tokamaks with their typical plasma

shape and the external walls. The relative sizes of the tokamaks can be discerned by the meter bar

shown below. PBX-M is surrounded by stabilizing plates and does not have a closed external wall.

Shown in (b) is the HBT-1B device with its surrounding wall and movable stabilizing shell.
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Table I. Parameters of tokamaks in

which experiments on RWM were

carried out

R/a b/a τw
DIII-D 2.5 1.15 Vessel ∼5 ms

JET 3 1.3 Vessel ∼3 ms

JT-60U 3.2 1.3 Vessel ∼5 ms

NSTX 1.2 1.2 Shell ∼16 ms

PBXM 5.5 1.2 Shell ∼30 ms

HBT-EX 10 Variable Shell variable

15 Toroidal rotation
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FIG. 12. Identification of the RWM

in DIII-D. Top panel shows time evo-

lution of rotation frequencies at several

rational surfaces determined from mag-

netic (Mirnov) oscillations and CER spec-

troscopy in this discharge (80111). The

second panel shows δBr of the nonrotat-

ing m/n = 3/1 mode from saddle loops

at the midplane. The third panel shows

normalized βN , and neutral beam power

PNB . A disruption followed the RWM;

the βN kept on decreasing and never re-

covered (references [78, 79]). [Reprinted

courtesy of APS, Phys. Rev. Lett. 74,

2483 (1995).]

2.4.1. RWM can lead to disruption. A 1995

experiment [78, 79] in DIII-D can serve as an

example of a discharge identifying the RWM as the

cause of plasma β collapse as shown in figure 12.

Shown in this figure is the time evolution of a high

βT discharge. The first panel shows the reduction

in time of the plasma rotation frequencies at

several rational surfaces determined from magnetic

oscillations and charge exchange recombination

(CER) spectroscopy. The second panel shows

growth in time of δBr of the very slowly rotating

m/n = 3/1 mode from saddle loops at the

midplane. The third panel shows the trace of

normalized βN and that the growth of the mode

occurred in the phase when the plasma βN was

above the no-wall limit βno−wallN . It is important

to note that although the level of the magnetic

perturbation has been increasing since the plasma entered into the phase of βN >

βno−wallN around 645 ms, the rate of “growth” was very slow, presumably due to the fact

that the toroidal rotation frequency was still sufficient to suppress the mode. Therefore,

the beginning of the rapid growth of the RWM was identified at around 720 ms when

the rotation had slowed down substantially across the plasma. The rotation profile at

that instant was identified as the critical rotation profile. The fast growth phase of the

RWM was followed by a disruption. It was noted that the onset of the RWM which led

to disruption was not predictable.
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In addition, we note that in a later 2007 experiment, in a discharge in DIII-D, βN
was ramped up by increasing the neutral beam injection (NBI) heating power while

keeping the NBI torque very low. Measurements of the poloidal magnetic field Bp show

that the high β phase is terminated by a nonrotating n = 1 mode with a characteristic

growth time τg = 20 ms, which is several times the value of the resistive wall time.

This is consistent with an RWM for βN > βno−wallN . Thus, verifying that the RWM in

a very-slowly-rotating plasma does agree with the expectation according to the ideal

MHD theory surrounded by a resistive wall [80].

2.4.2. The slowly rotating RWM in a fast rotating plasma. In all the rotation stabilized

experiments, despite the fast rotation (
>∼kHz) of the plasma, the mode was rotating very

slowly with respect to the resistive wall (∼Hz) or locked to the wall. This is shown for

example, in figure 13(a) and 13(b) in the JT-60 experiment by Takeji [81]. In this case,

it is interesting to note that the growth of the RWM did not slow down the plasma

in JT-60 [83], whereas the slowing down of the plasma was very evident in DIII-D

[figure 12(a)]. This poses an interesting question as to how the magnetic perturbation

exchanges angular momentum with the plasma.

To clarify the effect of plasma-wall separation on the stability of the RWM, the

current-driven RWM was studied by systematically changing the position of the plasma

relative to the resistive wall shown in figure 13(c). It is found that the growth rates

became smaller with decreasing separation. In addition, the growth rates were compared

with the AEOLUS-FT code [84], which is based on the resistive MHD equations with

a resistive wall. The dependence of the observed growth rate on the wall position is in

qualitative agreement with the numerical results and shown in figure 13(d) [82].

2.4.3. The evolving RWM can lead to thermal collapse. The consequence of the

excitation of the RWM has not been found to be predictable. It could lead to a disruption

or to a thermal collapse, which acts as a precursor to a disruption. This is shown, for

example in an experiment on PBX-M.
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FIG. 13. Observation of a slowly rotating (∼20 Hz) RWM with fast plasma (∼5 kHz) rotation

in JT-60U. On the left are waveforms of (a) βN and plasma rotation frequency in the toroidal

direction, ftor, near the q = 3 and q = 4 rational surfaces; (b) time derivative of n = 1

radial magnetic perturbations. On the right (c) is the contour plot of the time derivative of

the perturbed radial magnetic field measured by a toroidal array of eight saddle loop sensors

inside the vessel (reference [81]). Shown in (c) are separatrices of plasma-wall separation scan

experiments. δH and δL are the separation at the high- and low- field side, respectively. Shown

in (d) is the dependence of growth rates on wall position. Thick lines show a dispersion relation

with τw of 5, 10, 20, 100 and 200 ms. Growth rates with an ideal wall and without a wall are

also shown. Crosses and pluses are the growth rates of kink and tearing branches calculated

by the AEOLUS-FT code. Squares and diamonds indicate the experimentally obtained and

evaluated growth rates (reference [82]). [Reprinted courtesy of IOP, Nucl. Fusion 42, 5 (2002).]

The RWM was identified in PBX-M using the eddy currents induced on the pas-

sive stabilizing shell. Figure 14(a) shows the time dependence of the eddy current in

one of the connection jumpers on the upper/lower stabilizer shell during a disruption

precursors, while figure 14(b,c) shows the amplitude and phase of the n = 1 compo-

nent of the eddy current distribution obtained from all midplane jumpers distributed in
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FIG. 14. Development of the RWM can lead to thermal collapse which acts as a precursor to

disruption for the bean-shaped PBX-M discharge 273849. (a–c) Evolution of the eddy current

on the passive shell; (d) evolution of plasma βT , and its relation to the βT no-wall limit, the

βT for the n = 1 kink mode computed by PEST with a conducting wall at infinity; (e) Mirnov

signals; (f) velocity profile, obtained at t = 375, 425 and 445 ms; and (g) ion temperature

profile measured at t = 375, 425 and 445 ms (reference [85]). [Reprinted courtesy of IAEA,

Nucl. Fusion 36, 1167 (1996).]

the toroidal direction. Figure 14(d) shows the time evolution of plasma βT , calculated by

equilibrium reconstruction, and its relationship to the critical βT for marginal stability

of n = 1 ideal XK mode calculated by using the PEST code with a perfectly conducting

wall at infinity. The initial growth of the precursor around t = 380 ms is correlated

with the time at which βT is close to the n = 1 no-wall limit. At t = 385 ms a

non-rotating precursor grows with γ = 1/5(ms)−1 . After a short period of growth,

the mode begins to rotate rapidly at 3 to 5 kHz. During the transition to a rotating

state, no discontinuities in the time derivative of the eddy current pattern are observed,

indicating that the rotating mode is a continuation of the existing non-rotating mode,

rather than some other newly triggered mode (such as a tearing mode). Coincident

with the mode rotation is a substantial decrease in mode amplitude. Finally, when the

mode amplitude is small, the mode ceases to rotate. The cycle of mode growth, followed

by mode rotation and mode amplitude decrease, occurred several times before the final

phase of mode growth which began at t = 430 ms. The mode is essentially non-rotating

(with extremely slow rotation), and has a growth rate of γ = 1/5(ms)−1.
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In spite of the excitation of the n = 1 mode, the change in the ion temperature

profile, Ti(r) is modest and the toroidal rotation velocity remains finite. The observation

of an MHD perturbation with near zero mode frequency in a plasma with finite rotation

is similar to the observations of the RWM on other devices.

2.4.4. Verification of the global structure of the RWM. The global nature of the RWM

is identified through the correlation of measurements from different diagnostics and

through comparison with numerical computations based on ideal MHD codes. An ex-

ample of this is shown in figure 15 [85, 86], for a representative discharge with dynamic

error field correction (section 3.7) in DIII-D. It is accomplished by using two soft x-ray

array systems 150 degrees apart in the toroidal direction together with the flux loops

located outside of the resistive vessel. The amplitude of the RWM started to grow

slowly at 1380 ms, reached 2− 3 G at 1410 ms, and saturated later at an amplitude of

10 G. At 1475 ms, a major disruption took place. Note that the dynamic error field cor-

rection was being applied from 1300 ms onward. The close correlation in the behavior of
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FIG. 15. Identification of the global structure of the RWM in DIII-D. Shown are n = 1

displacements computed from PEST and mode amplitudes measured inside the plasma and

that observed in the vacuum region. (a) A typical mode structure of the RWM displacement

computed by PEST, (b) signals from the array of soft x-ray detectors observed at two different

toroidal locations separated by 150 degrees in the toroidal direction which allowed identification

of the n = 1 character of the mode, (c) the magnitude of the displacements at ρ = 0.5,

(d) integrated fluctuating magnetic signal of the mode amplitude measured outside the vacuum

vessel, and (e) schematic of SXR channels and location of external Br sensor (reference [86]).

[(a-e) Reprinted courtesy of AIP, Phys. Plasmas 8, 2071 (2001).] (f) The distribution of

skin current on the resistive wall. Vertical axis is in the poloidal direction starting from

the inboard side counter clockwise to the outboard midplane and then back to the inboard

midplane. The central band of large skin current located on the outboard midplane is typical

of MHD ballooning modes. The horizontal axis is in the toroidal direction (reference [87]).

[(e) Reprinted courtesy of AIP, Phys. Plasmas 4, 2161 (1997).]
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the mode amplitudes outside of the vacuum vessel and that of the internal perturbations

indicates that the RWM is a global mode with structure extending from the plasma core

to the vacuum. This characteristic agrees with the predictions from ideal MHD theory.

Furthermore, the global mode pattern did not change significantly during the feedback

process. Note that the mode pattern shown in figure 15(a) computed by PEST agrees

with an independent computation using GATO. The derived external signals from PEST

and GATO compared well with the magnetic measurement by the external probes. Both

of these calculations show that the plasma displacement on the same flux surface on the

toroidal midplane is larger on the outboard side than the inboard side. This is also

confirmed by the computed pattern of the skin current on the resistive wall. Shown

in figure 15(f) is the eddy current computed by using the VACUUM [87] code for this

discharge in the (toroidal angle-poloidal angle) plane. The poloidal angle starts from

the inboard midplane (−π) counter clockwise along the vessel to the outboard midplane

0 deg and then back to the inboard midplane (π). It is seen that the eddy current is

concentrated on the outboard midplane which is typical of the eddy current for a plasma

mode structure that balloons towards the outboard side.

2.4.5. RWM with higher toroidal mode numbers. The n = 1 RWM as well as modes

with higher (n ≥ 2) toroidal mode numbers can be excited simultaneously. Unstable

RWMs with n = 1 − 3 have been observed in high βT NSTX plasmas [88]. The mode

spectrum and mode growth for discharges showing no mode rotation, and with mode

rotation are shown in figure 16. Mode growth and associated βT collapse occur in a few

τw (about 5 ms). The Bp sensor array shows nearly simultaneous growth of n = 1 − 3

modes in figure 16(a) at a peak βT = 35% and the measured toroidal phases (n = 1 phase

is shown) do not show mode rotation. RWM dynamics from the Fitzpatrick-Aydemir

theory [34] indicates that the mode may rotate as the plasma becomes unstable. This

is observed in the plasma shown in figure 16(b). As expected by theory, the measured

mode rotation frequency of 120 Hz is of the order of (1/τw) and the phase propagation is

in the direction of plasma rotation. At this rate, the mode significantly slips behind the

measured plasma rotation frequency of 2 kHz. The phase velocity changes in time as the

mode rotates through the toroidal location of maximum error field. The n = 1 locked

mode detector external to the vacuum vessel begins to measure the RWM about τw after

it is observed on the Bp sensors due to the mode penetration of the vessel. It measured

a factor of five less signal, and is not capable of detecting the detailed phase shift during

RWM growth. A rapidly rotating (20 kHz) n = 2 mode exists throughout the high βT
phase, which is easily distinguished from the RWM. Time-evolved ideal MHD stability,
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FIG. 16. Spectrum of toroidal mode numbers and mode dynamics of RWMs observed in

NSTX. The figures show (a) mode amplitudes and (b) toroidal phase evolution due to mode

rotation during growth. Signals measured by sensors inside(outside) the vacuum vessel are

shown in black (red). The green bands cover time periods during which reconstructed plasma

equilibria unstable to the XK predicted by DCON. The vertical yellow bands cover periods

during which unstable RWMs are observed (reference [88]). [Reprinted courtesy of IAEA,

Proceedings of 20th IAEA Fusion Energy Conference, Vilamoura, Portugal (IAEA, Vienna,

2004) Paper EX/3-2, available on CD.]

assuming no stabilizing wall for n = 1− 3 modes, was computed for these plasmas with

DCON [72] using time-evolved EFIT [89] equilibrium reconstructions. Figure 16(a,b)

shows that before RWM mode growth, both plasmas exceed the computed n = 1 − 3

ideal no-wall βT limit. In the final stage of the RWM in NSTX, the mode amplitudes

grow to Bn ≥ 30− 50 gauss for all n = 1, 2, 3 and indicates that the mode growth might

have entered into the nonlinear regime.

We note that plasma in NSTX is heated by NBI injection and inherently has a

large rotation velocity relative to the Alfvén velocity. The RWM is usually induced

by magnetic braking using resonant field amplification. The critical state with lower

rotation velocity can be connected with the higher velocity state without going through

rotation bifurcation. [76, 90, 91, 92](c.f. 2.6), indicating a situation in which the plasma

is approaching the marginal stable state faster than the rate of increase of the applied

error field [54].
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2.5. The critical rotation speed and critical rotation profile

2.5.1. Initial investigation of the damping mechanism with MARS. The MARS code

was used to study the critical rotation and damping mechanism for the RWM. The

critical rotation velocity is defined as the rotation velocity below which, the RWM is

observed. Since in general, the plasma rotation profile is not a constant, we should

study the rotation profile of the whole plasma to obtain an understanding of the role

of the rotation and its shear. Previous studies assumed that this critical rotation speed

is independent of the way in which the plasma was prepared, such as whether external

(non-axisymmetric) fields were used, whether the plasma βT is increasing or decreasing

at the time when the mode was first observed. Some of these assumptions turned out to

be incorrect for reasons associated with the torque balance of the plasma rotation with

the error field drag.

In the early works, the simplest assumptions are made. It is assumed that the

plasma rotation profile alone determines the critical rotation speed. The damping

mechanism used was the ion Landau damping which was appropriate for high

temperature collisionless plasmas.

To include ion Landau damping as a mechanism in the fluid MARS code, two

models were adopted. The first model assumes that Landau damping can be simulated

as a parallel viscosity. This has been proven to be accurate for electro-static modes [93].

For the electro-magnetic RWM mode, it was assumed that the analytic form of this

process is still valid, but that the damping coefficient is adjustable. This is called the ion

sound wave damping model, because it can be shown that the damping enters directly

into the ion-sound wave dispersion relation. The second model is the “more accurate”

semi-kinetic model without free parameters. In the semi-kinetic model, it is recognized

that the damping can be viewed as a drag on the ions. This drag is introduced as a

local force, derived from the imaginary part of the kinetic potential energy δWk acting

on the displacement perpendicular to the field lines. For this dissipative part of the

δWk, a further assumption of the large aspect ratio cylindrical plasma equilibrium was

made [69]. We note that this was a simplification from the original and exact formulation

by Antonsen and Lee [94]. The semi-kinetic damping model was incorporated into the

MARS-F [67] code in 2003. An important consequence of the semi-kinetic model is

that when the rotation is subsonic, the ion Landau damping comes predominantly from

regions where the parallel phase velocity is near sonic, i.e., close to the resonant surface

where (m/q − n)vth,i/R ∼ Ω [95]. Implicitly, effects due to gradient B and toroidal

curvature drifts [69, 96] are assumed insignificant. The parallel motion involves the

toroidal sidebands; e.g., an m = 2, n = 1 magnetic perturbation couples to parallel

flows with m + 1 or m − 1, i.e. to m = 1, 3, n = 1, and for small rotation speeds,

these sidebands produce damping around the rational surfaces q = 1 and 3. For larger

rotation speeds, when the rotation speed is a few percent of vA, the kinetic damping is

spread out across the entire cross section.
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FIG. 17. Using the sound wave damping model,

the growth rates at different fractions of plasma

rotation frequency are shown as a function of

the position of the external wall. When the

rotation multiplier is low, the RWM is always

predicted to be unstable. With increasing rotation

(multiplier >0.6), stabilization becomes possible.

The equivalent DIII-D wall is between 1.2 to 1.3

plasma radius. It is seen that the experimentally

observed stabilization of RWM is within the

computed range of frequencies (curves labeled 1.0

and 1.2) (reference [62]). [Reprinted courtesy of

AIP, Phys. Plasmas 2, 2236 (1995).]

The first direct comparison of experi-

ment with theory was using the ion-sound

wave damping model on DIII-D data. The

data was taken at the time when the am-

plitude of the RWM started a phase of fast

growth at t = 720 ms (figure 12). The re-

sults of the computation are shown in fig-

ure 17. These curves with different plasma

rotations at fractions of the observed ro-

tation speed, resemble and are the more

general behavior of the growth rate curves

given in figure 7(a). It is seen that the ex-

perimentally observed and calculated sta-

bilization occurred within the computed

range of the rotation speeds. The best fit

to the computed stabilization is obtained

by setting the damping coefficient κ‖ = 0.5.

It is therefore concluded that the observed

RWM stability threshold can be described

by the ion-sound wave damping model with

a damping coefficient of κ‖ = 0.5.

Subsequent computational studies by

Gregoratto [97], using several different

rotation profiles, have been used to explore

the interaction of plasma rotation profile

with the q profile to determine the stability

threshold of the RWM. One of the conclusions of this paper was that the Alfvén

continuum damping, combined with the rotation profile effect, gave the major

contribution for the RWM stabilization. The result of this study indicated that for

typical advanced tokamak profiles, the plasma rotation at q ∼ 2 was an important

factor for determining stability. The rotation speed at q = 2 was used as a guide for

determining the key parameters for experiments while recognizing the effect of damping

really originates from the whole rotation profile.

It was then found that the dissipation also depended substantially on the plasma

current profile (li, here li is the internal inductance) [35, 98]. A more extensive com-

parison was made for plasmas with both low and moderate li. In this study, the ex-

perimental pressure profile was scaled from the no-wall to the ideal-wall limit. At each

pressure the measured rotation profile was scaled until marginal stability was found.
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The critical rotation frequency at q = 2 calculated using the sound wave damping model

with κ‖ = 0.1, 0.25 and 0.5 and the kinetic damping model were compared with the

measurements. It was found that sound wave damping using values of 0.25 and 0.5 for

κ‖ underestimated Ωcrit for Cβ in the range from 0.0 to 0.2 and over estimated Ωcrit for

Cβ greater than 0.4. Kinetic damping predicted a weak dependence of Ωcrit on Cβ but

underestimated the magnitude of Ωcrit by approximately 40%.

These comparisons showed in 2004 we still needed more work to improve the

predictive capability of the models.

M.S. Chu  Figure 18FIG. 18. Comparison of the stability boundary

computed for a model set of equilibria using

MARS with the ion sound wave damping and

semi-kinetic damping dissipation models with the

experimentally determined thresholds from DIII-

D data taken before 2004. Results from MARS

with the ion sound wave damping model agrees

more with the experimental results qualitatively.

The computed thresholds given by the semi-

kinetic damping model were deemed too low.

However, experiments in 2006 and later revealed

even lower stability thresholds (reference [99]).

[Reprinted courtesy of AIP, Phys. Plasmas 11,

2497 (2004).]

2.5.2. Comparison of the damping mecha-

nisms vs. experimentally observed thresh-

old. Although the various codes, includ-

ing the ideal MHD codes PEST, GATO

and DCON, and the RWM code MARS

were able to simulate the global structure

of the RWM, the damping mechanisms in-

cluded in the MARS code were based on

approximations to the kinetic response of

the plasma. It was not clear whether an

improved kinetic model or a more extensive

phenomenological model for the dissipation

could give us a more useful guide to the

damping mechanism. A systematic com-

parison of the two damping models: sound

wave damping vs. semi-kinetic damping

were undertaken in 2004 [99]. Shown in

figure 18 is the comparison of the sta-

bility boundary computed using MARS-F

with two different plasma dissipation mod-

els with the critical rotation speed deter-

mined from the DIII-D RWM experiments.

We note that the semi-kinetic damping

model gives stronger damping. But it is

the ion sound wave model (with κ‖ = 0.5,

a (smaller,larger) value of κ‖ will give a

(larger,smaller) Ω/ωA) that provided a bet-

ter qualitative agreement with the experi-

mental results. The computed results from



General Atomics Report GA-A26361 M.S. Chu, et al. 44

the semi-kinetic models were regarded as being too low. Because the sound wave

damping model is more of a phenomenological model, whereas the semi-kinetic model is

based more on the kinetic response of the plasma, we would expect that if the damping

of the RWM can be obtained from linear kinetic theory, the semi-kinetic model should

provide a better qualitative description to the experimental results. Therefore, based

on theoretical grounds, we should draw the puzzling conclusion that the damping of the

RWM is dominated by anomalous processes. (In section 2.7, an explanation is given to

this puzzle.)

2.6. Stabilization of RWM in tokamaks with slow rotation

Around 2007, first experiments on the stabilization of the RWM in tokamaks with slow

rotations were reported both by the DIII-D [100] and JT-60U [101] research groups.

Experiments on DIII-D showed that the RWM can be stabilized by smaller values

of plasma rotation than previously reported. Stable discharges have been observed with

βT up to 1.4 times the no-wall kink stability limit and ion rotation velocity (measured

with Carbon-VI emission) less than 0.3% of the Alfvén speed at all integer rational

surfaces, in contrast with previous DIII-D experiments that indicated critical values of

0.7%–2.5% [53, 78, 86] of the local Alfvén speed. Shown in figure 19(a) are trajectories

of several discharges with different βT and toroidal rotation, parameterized by time. The

abscissa is the rotation frequency at radius ρ = 0.6, normalized by the local Alfvén time,

and the ordinate is Cβ. The square at the end of each trajectory represents the onset of

a RWM. A key feature of these experiments is that slow plasma rotation was achieved

by reducing the neutral beam torque. It was conjectured that earlier experiments with

strong neutral beam torque and “magnetic braking” by applied magnetic perturbations

to slow the rotation, and resonant effects of these perturbations may have led to a larger

effective rotation threshold. In addition, the edge rotation profile may have a critical

role in determining the RWM stability in these low-torque plasmas [100].

Similarly, in JT-60U, the plasma rotation necessary for stabilization of RWMs was

investigated by controlling the toroidal plasma rotation with external momentum input

using injection of tangential neutral beams. The observed threshold is 0.3% of the

Alfvén velocity and much smaller than the previous results obtained with magnetic

braking [81, 83]. Shown in figure 19(b) are trajectories of the Cβ versus toroidal rotation

at the q = 2 surface. The crosses denote the onset points of RWM in JT-60. The

critical rotation has a very weak β dependence as the ideal wall limit is approached (c.f.

figure 18). These results indicate that for large plasmas such as in future fusion reactors

with low rotation, the requirement of additional feedback control for stabilization may

be much reduced [101].
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M.S. Chu  Figure 19
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FIG. 19. (a) Trajectories of several discharges in beta and toroidal rotation in DIII-D,

parameterized by time. The abscissa is the rotation frequency at radius ρ = 0.6, normalized

by the local Alfvén time, and the ordinate is Cβ = [β − β(no − wall)]/[β(ideal − wall) −
β(no − wall)]. The square at the end of each trajectory represents the onset of a RWM

(reference [100]). [Reprinted courtesy of AIP, Phys. Plasmas 14, 056101 (2007).] (b)

Trajectories of the Cβ versus toroidal rotation at the q = 2 surface. The crosses denote

the onset points of RWM in JT-60 (reference [101]). [Reprinted courtesy of APS, Phys. Rev.

Lett. 98, 055001 (2007).]

2.7. Reconciliation between the high(old) and low(new) torque input experimental data

in DIII-D and JT-60U.

An important step towards reconciling the new observation [100, 101] of a low rotation

threshold with the higher threshold values obtained in DIII-D and JT-60U experiments

with using high NBI torque [35, 53, 78], is to take into account the torque balance in the

plasma equilibrium (section 2.2.3). In the magnetic braking experiments, an externally

applied non-axisymmetric n = 1 field is amplified by the rotationally stabilized RWM,

leading to a torque which decelerates the plasma. Eventually a threshold is reached

where the growth of the RWM amplitude suddenly increases.

By examining the evolution of the rotation speed at the q = 2 surface

during external braking, it was observed that the rotation shows a slow deceleration

accompanied by an increase in the n = 1 magnetic field. After this slow phase, the

rotation drops sharply when the magnetic perturbation transitions to a rapid growth

phase. The rotation profile at this point is similar to that shown in figure 12. Previously,

this discontinuity was interpreted as the crossing of the rotation threshold below which

the RWM is unstable. The new conjecture is that it represents a bifurcation in the

torque-balance equilibrium of the plasma, in which the rotation jumps from a high

value to a low value. The actual threshold value for RWM stabilization may lie in the

intervening band of rotation values.



General Atomics Report GA-A26361 M.S. Chu, et al. 46

Bifurcation of the equilibrium solution for plasma rotation can be understood

in terms of the “induction motor” model of error field-driven reconnection [44, 45],

and a conceptually similar process has been proposed involving the RWM [52]. A

bifurcation can arise when the rotational drag caused by the applied field has a

non-monotonic dependence on the rotation. In the induction motor model, the non-

monotonic dependence results from electromagnetic shielding of the error field at the

singular surface as rotation increases. In the RWM model it results in greater RWM

stabilization (and hence a smaller resonant response to the error field) as rotation

increases. In high β tokamak experiments, one or both of these mechanisms may be

at work. Such models predict that the plasma rotation at the critical point is on the

order of half of the unperturbed rotation. Higher neutral beam torque gives higher

unperturbed (or “natural”) rotation frequency of the plasma, therefore a higher critical

rotation at the entrance to the forbidden band of rotations.

A new analysis [102] of the experimental results is illustrated in figure 20(a), in-

terpreted with the help of the “induction motor” model of error-field driven recon-

nection. In the new analysis, the critical rotation, Vcrit at the the q = 2 surface

M.S. Chu  Figure 20
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FIG. 20. (a) Critical plasma rotation in DIII-D measured just before the rotation bifurcation

following the application of resonant magnetic braking, plotted as a function of the

unperturbed rotation (before the braking). Discharges with lower unperturbed rotation also

have lower critical rotation (about half), consistent with entrance into a “forbidden band of

rotation” (reference [102]). [Reprinted courtesy of IAEA, Nucl. Fusion 47, 1121 (2007).] (b)

Torque balance calculated with the model of reference [52]. The net torque versus normalized

plasma rotation Ω for several values of magnetic perturbation Ψc. Circles indicate torque-

balance equilibrium for each condition (reference [100]). (c) Steady state rotation Ω versus

increasing Ψc, for several values of neutral beam torque. Circles indicate the same torque

balance equilibria as in (b). Some curves have a break where the rotation jumps to a lower

branch. Portions of the curves that are inaccessible with increasing Ψc are shown as dotted

lines (reference [100]). [(b,c) Reprinted courtesy of AIP, Phys. Plasmas 14, 056101 (2007).]
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just before bifurcation and the unperturbed rotation V0 just before the braking are re-

analyzed. The behavior of the rotation at the q = 2 surface in all experiments (spanning

over an order of magnitude in the rotation values) is consistent with a 50% reduction

between the estimate of the unperturbed rotation and the value of the critical rotation,

as in the induction motor model of resonant braking.

Note that at the point of bifurcation in the induction motor model, the eddy

currents on the resonant surface no longer effectively shield the plasma from the static

non-axisymmetric field. This is the entrance into the forbidden band of rotation, and

a transition occurs from shielded to fully penetrated braking field, during which the

plasma rotation quickly collapses to a nearly locked state. For example, it is worthwhile

to re-examine the time-traces of the error field and plasma rotation at the q = 2 surface

for the discharge shown in figure 12. At the time of bifurcation, around 720 ms, a

vanishing of the shielding currents as the rotation decreases could explain the increasing

magnitude of the n = 1 magnetic field measured by the sensors. The following ∼20 ms

are a phase of fully penetrated non-axisymmetric field.

The Fitzpatrick model ([52]) for time dependent development of the rotation and

RWM amplitudes is analyzed for its steady state solutions. This version of the model

describes the torque balance equilibrium when the plasma is rotating at a constant rate

and the RWM is stabilized by rotation. The model yields an equation for the steady-

state rotation frequency Ω in terms of the perturbed flux Ψc from the external coils or

error field:

ν∗(Ω0 − Ω)− ν∗
(

1−md
1 +md

)(
(2md)2Ω

[Ω2 + κ(1−md)]2 + (ν∗Ω)2

)
|Ψc|2 = 0 .(19)

The left-hand side of the equation is proportional to the total torque on the plasma,

which equals zero in a stationary state. The first term (the viscous torque) on the left

includes the driving torque from neutral beams or other source, and angular momentum

transport processes other than the drag due to the applied magnetic perturbation Ψc.

When Ψc = 0 these contributions return the rotation to the unperturbed value Ω0. The

second term (the electromagnetic torque) results from the drag due to Ψc. Both torque

terms depend on the dissipation ν∗ in the inertial layer. The RWM stability index κ

runs from 0 at the no-wall limit to 1 at the ideal-wall limit, where m is the poloidal

mode number and d is the coupling coefficient related to the radius of the wall. The

equation is evaluated with parameters representative of DIII-D plasmas. The left-hand

side, proportional to the net torque is plotted in figure 20(b) for several values of the

applied perturbation. Torque balance equilibrium occurs where a curve crosses zero.

With Ψc = 0, a stable equilibrium exists at the unperturbed rotation Ω = Ω0. At small

but non-zero Ψc, the drag shifts the equilibrium point to smaller Ω. As Ψc increases, the

torque curve becomes nonmonotonic and crosses zero in three places. These correspond
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to two stable equilibrium points at high and low rotation and an intermediate unstable

equilibrium. As Ψc increases further, the two equilibria at larger rotation vanish, and

the system must make a discontinuous jump to the low-rotation state in order to restore

torque balance. If this new state has a rotation below the critical rotation Ωcrit for

RWM stability, then the full dynamic solution would yield not a low-rotation torque

balance equilibrium, but rather a low rotation state with an unstable growing RWM.

The equilibrium rotation frequency is plotted in figure 20(c) as a function of the applied

perturbation Ψc, for several values of the initial, unperturbed rotation. Cases with

a large initial rotation undergo the bifurcation, but evolve smoothly from higher to

lower rotation as Ψc increases. It is suggested similar behavior may occur in DIII-

D experiments: in cases with strong neutral beam torque and a large unperturbed

rotation, where strong magnetic braking is used to reduce the rotation, the bifurcation

of the torque balance could lead to a sudden decrease in rotation and increase in RWM

amplitude that begins when the rotation is well above Ωcrit. On the other hand, cases

with small neutral beam torque and little or no magnetic braking should be able to

reach the expected MHD stability boundary at Ωcrit.

The modeling of this low rotation regime has been undertaken using the MARS-K

code. Shown in figure 21 is the comparison of the stability diagram computed using

the MARS-K code with the DIII-D low rotation data [103]. On the left hand side of

this figure shows the result of assuming the eigenfunction is determined mainly by free
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FIG. 21. Comparison of the growth rates of the RWM computed by MARS-F with the

experimentally determined stability point in DIII-D. The left is the stability boundary obtained

by using a perturbative approach, ignoring the effect of trapped particles on the eigen-function.

On the right is that obtained by using a self-consistent eigenfunction. The self-consistent

approach predicts less stability than observed in experiments, pointing to the possibility of

some missed stabilization mechanism (reference [103, 104]). [Reprinted courtesy of AIP, Phys.

Plasmas 16, 056113 (2009).]
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energy from the background plasma (perturbation approach of Hu and Betti [61]). A

strong stabilization is obtained. On the right is the result from the self-consistent kinetic

approach. The strong stabilization predicted by the perturbative approach is severely

reduced. The stability boundary has shrunken to a very small region. This points out

the possibility of some additional damping physics, which is not considered so far, could

be operative in the experiments in DIII-D.

2.8. Status of RWM stabilization by plasma rotation

In summary, following the pioneering work of Bondeson and Ward [31], the RWM has

been observed in many devices. Its predicted global structure has been verified. In a

rotating plasma enclosed by a stationary external wall, this mode is separated from the

ideal MHD XK mode, which is rotating with the average (fast) speed to the plasma

relative to the wall, by its characteristic slow rotation (almost locked to the resistive

wall). Rotation of the plasma can lead to stabilization of the RWM. The RWM can also

be excited by external resonant (n = 1) non-axisymmetric field which causes a drag that

slows the plasma and makes the maintenance of rotational stabilization difficult. In this

case, the plasma loses its toroidal torque balance and enters into the “forbidden band” in

rotation velocity. On the other hand, a non-resonant (n = 3) external non-axisymmetric

field can be utilized to slow down the plasma to its critical rotation state and excite

the RWM without invoking a rotation bifurcation. When the resonant error field is

minimized, it becomes possible in present day tokamaks to be rotationally stabilized

against the RWM close to the ideal-wall β limit or Cβ = 1 of the XK. The critical

rotation required to stabilize the RWM has been observed in experiments to be around

0.3% of the Alfvén speed. This critical rotation speed (profile) appears to be relatively

independent of the value of Cβ. It is even possible that such a level of rotation can be

maintained by NTV through the natural offset rotation velocity of the plasma in an

external non-resonant field (section 3.9).

Broad advances are also achieved in the theoretical understanding of the dynamics

in the development of the RWM. Within fluid theories, Bondeson’s thesis of dissipation-

rotation stabilization of the RWM has been established analytically. The presence of

error fields has been shown to be important in providing the torque balance in deter-

mining the rotational state of the plasma. In particular, this rotational equilibrium in

the presence of an external resonant (n = 1) perturbation shows a bifurcation in the

rotation speed, which complicates the determination of the critical rotation value for

the stabilization of the RWM. The evolution of the plasma equilibrium from high to

low rotation regime has not yet been modeled in detail. Most of the modeling effort up

to now relied in fluid models with various simplifying assumptions on plasma dissipation.
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It was not clear whether these models were sufficient for the description of the full

dynamical behavior of the plasma during the high to low rotation transition. In the

very low rotation regime, in which the rotation speed was comparable to the plasma

diamagnetic drift and magnetic drifts, it was important to take these drifts into account.

These kinetic effects provided substantial stabilization to the RWM.

Substantial advancement has also been achieved in the numerical modeling of the

rotational stabilization of the RWM. The MARS-K code has extension which takes into

account the diamagnetic and magnetic drifts of the particles self-consistently in the

computation of the plasma stability. These calculations show that the experimentally

reported very low rotational threshold is in very close range of accord with the results of

computation. However, we cannot claim that the kinetic models are complete. One of

the kinetic effects that has not been modeled correctly is collision of the plasma particles.

Plasma collision frequency, especially the collision frequency of the ions, could be in the

same frequency range as the RWM and will affect the kinetic response very significantly.

Also, it is possible that some additional damping physics, such as the effect of energetic

particles, which is not considered in detail so far, could be operative in the experiments

in DIII-D and could be important in future devices.

Thus, we note that we do not yet have a self-consistent, experimentally validated

theoretical model for predicting the stability threshold of the RWM together with the

prediction of the bifurcated rotational equilibrium state. On the one hand, the bifurcated

rotational equilibrium is predicted based on the fluid model with limited validity of its

assumed dissipation; on the other, the main stabilization of the RWM at low rotation has

been attributed to the kinetic effects. It would be more satisfactory if we have a uniform

validated formulation with reliable dissipation mechanism which allows us to cover the

whole range of rotation and Cβ. Because of the difficulty in establishing the actual model

of the plasma dynamics, although there are reasons to think the stability of the RWM

could still fall into the category of type (a) in the scheme of classification of Gimblett

and Hastie [54], we cannot claim that this is unambiguously proved. Further detailed

validation of the experimentally found slow rotation threshold and the development of

the more advanced numerical models is needed to allow predictions of the stability of

the RWM in the full range of rotation velocities for future fusion devices.
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3. Error Field, Resonant Field Amplification and Dynamic Error Field

Correction

3.1. Introduction

From the discussions in section 2, it is clear that the stability of the RWM depends on

how did the plasma equilibrium arrive at its critical rotation Ωcrit. If Ωcrit is arrived at

through electromagnetic braking using resonant external (n = 1) error field, a loss of

the rotation equilibrium at a high rotation value could be mistaken for the value of Ωcrit

for the stability of the RWM. Therefore, the nature of the interaction of the external

magnetic field with the RWM, the damping of the plasma rotation by the external field,

and the possible natural rotation induced by the external magnetic perturbation are

important topics for the RWM. It is the purpose of this section to review the recent

progress in this area.

Ic

Plasma Response
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Field
Amplification

Observed field
δBobs δB
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FIG. 22. Under kinetically and rotationally stabilized

conditions, the plasma response is dominated by the

resonant component of the inherent error field or the

applied field produced by the external coils.

An axisymmetric magnetic con-

figuration such as the tokamak

(or RFP) without spurious non-

axisymmetric magnetic components

is an idealization. Usually, the non-

axisymmetric components produced

by external coil current Ic can inter-

act and be amplified by the plasma.

This external field thus spoils the

axi-symmetry and is called the error

field. It usually deteriorates the confinement and needs to be minimized. The situation

is shown schematically in figure 22. Error fields are produced by the imperfections of

the magnetic system (the misalignment and distortions of the toroidal field coils and

the poloidal field coils that maintain the equilibrium). When the plasma equilibrium

evolves, these external maintaining fields have to evolve with it in time. Thus, the mag-

netic error also evolves “dynamically” and needs to be compensated for “dynamically”.

The degree to which the error field needs to be compensated depends on its effect

on the plasma equilibrium. Normally, the “changing” error field will diffuse into the

rotating plasma via plasma resistivity, whereas plasma rotation will shield the resonant

component on the rational surfaces where q = m/n. For a high temperature plasma,

the shielding is usually quite effective. However, if the external error field has compo-

nents and frequency that can resonate with a natural mode of the plasma, the plasma

response can become very large. This is called resonant field amplification (RFA). RFA

enhances the effect of error fields on the plasma. Therefore it is specifically necessary

to compensate this particular component of the error field to make sure it is minimized
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and reduced to a level at which the plasma response is kept below the noise level. The

consequence of uncompensated RFA in the context of its relation to the stability of

RWM was first noted by Garofalo [53], pointing out that it could easily become so large

as to become the dominant source for damping to plasma rotation and determines the

limits of the βN . The relationship of this response to the ’marginal stability’ of the

plasma was proposed by Boozer [55].

Due to its resonant nature, the RFA phenomenon can be utilized to understand

the plasma properties. If the response of the plasma is particularly large for a special

frequency and with a specific mode structure, it indicates that this mode structure is

an eigenmode of the system. The frequency and band width of the resonance and the

mode structure are an eigen-property of the plasma. The utilization of this effect to

understand the plasma is termed MHD spectroscopy [105, 106].

In addition, plasmas with low collisionality in an external error field are found to

have a natural rotation frequency. It is proposed that this rotation imparted by a non-

resonant external field can be used to provide the rotation speed for stabilization of the

RWM [107].

In many ways the actual experimental set up for dynamic error field correction

(DEFC) is similar to feedback. This is the main topic of section 4 and will be discussed

in detail there. We note that the difference between DEFC and feedback stabilization

is that DEFC aims to reduce the distortion of a stable plasma which was excited by

the external error field in the dynamically evolving discharge environment; whereas the

goal of feedback is to stabilize an inherently unstable plasma.

3.1.1. A puzzle on the behavior of plasma rotation at βN ∼ βno−wallN .

In 1999, Garofalo [53] studied the change in plasma rotation during the experiments

on RWM and related it to the plasma βN . He found the curious correlation shown

in figure 23, namely, whenever the plasma βN exceeds the no-wall limit, it’s rotation

is observed to slow down, whereas the rotation starts to recover (or increase due to

neutral beam momentum input) after the plasma βN drops below the no-wall limit.

The slowing-down was not correlated with any “externally detectable” MHD activity.

He suspected that there were new physical phenomenon involved in this unexpected

slowing down. Several explanations were forwarded. One of these was the existence

(excitation) of a small amplitude (undetected) RWM always present whenever β > βN .

This conjecture was later formulated by Boozer [55]. Therefore the experimental result

shown in figure 23 was the main motivation of the RFA phenomenon. One of the prime

candidates of the resulting drag was through the neoclassical viscous damping predicted

by Shaing [108] and observed in NSTX by Zhu and Sabbagh [109] and discussed in

section 3.6.
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3.2. Theoretical investigation on the effect of electromagnetic perturbations

M.S. Chu  Figure 23
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FIG. 23. Correlation of the rotation slowing

rate dΩ/dt at a normalized radius of ρ = 0.55

for several wall stabilization discharges versus

enhancement factor Ew in DIII-D. The H-mode

transitions and onset of ELMs are also indicated

(reference [53]). [Reprinted courtesy of APS,

Phys. Rev. Lett. 82, 3811 (1999).]

3.2.1. Boozer’s formulation of reso-

nant field amplification. Toroidal rotation

is normally weakly damped in plasmas that

are magnetically confined in the nominally

toroidally symmetric tokamak. However, a

strong damping of toroidal rotation is ob-

served as such plasmas approach “marginal

stability” for perturbations that produce

a kink-like distortion of the plasma [53].

Boozer [55] stipulated that the damping

of toroidal rotation by very small depar-

tures of the magnetic field from toroidal

symmetry is greatly enhanced as “marginal

stability” is approached. The response of

a plasma to perturbations is studied us-

ing a set of electric circuit elements, which

provides an equation for the rotational

damping that requires minimal information

about the plasma.

Boozer’s [55] proposal of the “marginal

stability” condition which the plasma

approaches was first identified as the no-

wall βT limit against the XK. At this limit, the amplitude of the plasma helical distortion

to a residual external perturbation (such as error field) increases inversely proportional

to a torque parameter — hence the plasma toroidal rotation. The “marginal stability”

condition at the no wall limit was subsequently “generalized” to arbitrary “marginal

stability” of the plasma (with the inclusion of both rotation and dissipation in the

plasma and also the effect of external resistive wall and feedback coils [110]). The

amplitude is larger near the onset condition and this helical distortion is balanced by

the intrinsic field generated by the plasma. Thus, this distortion has a linear dependence

on the external field like “amplification”. This phenomenon can also be summarized by

the simple equation proposed by Boozer:

Φ = − Φ(p)
e

(s− iα)
, (20)
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where Φ is the total perturbed flux at the plasma surface, Φ(p)
e is the externally imposed

perturbation error field flux on the plasma, s is the stability parameter (s = 0 at

marginal stability), and α is related to the magnetic torque on the plasma. It is

important to note that equation (20) is inherently a linear response of the plasma (at

the stationary state). It assumes that the plasma is stable. The s and α are an integral

property of the plasma at steady state. It is implied that s and α do not depend on

the amplitudes of Φ. This formulation and conjecture led to many subsequent attempts

in the interpretation of s and α. But, it is far from clear which interpretation is more

appropriate.

Boozer’s conjecture should be understood in conjunction with the low rotation

threshold experiments discussed in section 2.7. The different identification of the

stability parameter s in [55] and [110] hints at the possibility of an alternative

interpretation of the formula equation (20). To be consistent with the discussion in

section 2.7, it might be more appropriate to interpret equation (20) as the response of

the plasma as it reaches a new equilibrium state with the external field. α is an integral

parameter related to the dissipation involved in this adjustment. This interpretation

agrees with the notion that, in principle, a marginal stability cannot be perturbatively

probed. In addition the concept of evolution to a new neighboring equilibrium state

could be more consistent with the experiments (section 3.5.1). Although the resistive

wall has slowed down the time scale of the process to the scale to that of τw, it is

relatively difficult to interpret all plasma states in this situation as being “marginally

stable”.

3.2.2. Neoclassical toroidal viscosity (NTV) in plasmas with low collisionality In

the presence of MHD perturbations, such as the RWM or external error fields, the

toroidal symmetry of the tokamak magnetic configuration is broken. This results from

the modification of |B|, and the variation of |B| on the distorted magnetic surfaces.

In this situation, the plasma viscosity is greatly enhanced by the presence of the

symmetry breaking field. In a plasma with low collisionality, particle orbits in the non-

axisymmetric field is quite different from the orbits in an axisymmetric field, especially

for the trapped particles. Their banana orbits are not closed in the non-axis-symmetric

field. This naturally leads them to have much larger excursion from their averaged

flux surfaces. This results in greatly enhanced transport through their collisions and

relaxation interactions with other particles. It appears as a damping to the toroidal

plasma rotation and is appropriately named neoclassical toroidal viscosity or NTV. Thus

the nature of this viscosity is very different in its dependence on plasma parameters that

were usually used for the plasma viscosity in fluid theories such as in reference [52].
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When the perturbation has a non-negligible component which can be resonant with

a plasma surface, i.e. m− nq ∼ 0, (here m is the poloidal mode number, n the toroidal

mode number and q the safety factor of the resonant surface), and a magnetic island is

formed, the plasma viscosity scales as δB/B, and is dominated by this “island viscosity”

in the region close to the resonant surface [111, 112]. In this case, the symmetry breaking

is mainly due to the variation of |B| on the distorted magnetic surface.

For non-resonant modes, i.e. m−nq 6= 0, the viscosity in a more collisional plasma

due to the magnetic perturbations were discussed in references [113, 114]. For the

conventional neoclassical banana regime where ν∗ ≤ 1 (ν∗ = ε−3/2ν
√

2qR/vth is the

effective ion collision frequency, ε = a/R = 1/A is the inverse aspect ratio, ν the ion-

ion collision frequency and vth is the ion thermal speed) the behavior of the viscosity

depends further on whether the trapped-particles are collisionless or collisional in the

helical field. For the collisional helical fields, i.e. [(δB/B)/ε]3/2 < ν∗, the viscosity

scales like (δB/B)2. For the case of even lower collisionality, i.e. ν∗ < [(δB/B)/ε]3/2,

the viscosity scales like ε2(δB/B)3/2/ν. The details of these viscosities are given in

reference [108]. An overview of the NTV for plasma in different collisionality regimes is

recently summarized in reference [115].

Due to the external perturbation, the particle orbits are not closed as in the

unperturbed axisymmetric configuration. In this case, the external perturbation also

induces a natural “equilibrium (to the external perturbation) flow” to the plasma on

the perturbed flux surfaces. This flow is given by

vζi = vθi q +
(
cTi
ei

)(
Λ2i

Λ1iχ′i

)
T ′i
Ti

. (21)

Here, (ζ, θ) is the Hamada coordinate in the (toroidal, poloidal) direction, and the

Λ′s are neoclassical transport coefficients [108]. The poloidal flow is usually very

heavily damped. Therefore, we have a resultant toroidal flow induced by the magnetic

perturbations.

3.2.3. Penetration of error field in plasma with low collisionality. The standard

theory of the penetration of a resonant error field into the tokamak was given by

Fitzpatrick [50, 116]. As discussed in section 2.2.3, the penetration of the magnetic

field into the plasma causes the plasma rotation to slow down and bifurcate. The

plasma with a fast rotation will bifurcate downward to a lower rotation state when the

viscous torque induced by the magnetic island at the resonant surface becomes too large

for the skin current in the island region to sustain.
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In the torque balance, the resonant component of the error field provides one

component of the drag on the plasma rotation. Another component is the viscosity of

the axisymmetric tokamak. A third component is the torque provided by the NTV [113]

given in section 3.2.2. In the absence of other torques, the NTV torque will lead the

plasma to the rotation profile given in equation (21). In the presence of other torques,

they combine to determine the rotation profile of the plasma. In the work by Cole

et al. [117], it was emphasized that in a high temperature plasma, the development of

the error field should take into account all of the relevant torques, especially the NTV

torque. This new theory was used to examine resonant error-field penetration threshold

scaling in ohmic tokamak plasmas. Compared to previous theoretical results, the plasma

is found to be less susceptible to error-field penetration and locking, by a factor that

depends on the amplitude of the non-resonant error-field. This same mechanism is

expected to be operative in a high β plasma.

3.3. Codes and modeling for study of resonant field amplification

To quantitatively investigate the phenomenon of RFA, the modeling codes need to be

generalized to properly model the presence of these externally imposed fields.

3.3.1. Description of resonant field amplification in lumped parameter model. When

there is an external error field, the lumped parameter model introduced in section 2.3.1

has to be extended to include the circuit that produces the external error field. The

simplest possible representation of this is the introduction of an external coil current

Ic with mutual inductance Mpc with the plasma and Mwc with the skin current on the

resistive wall. Thus the generalized equation with the inclusion of Ic should be

LeffIp +MpwIw +MpcIc = 0 , (22)

∂

∂t
(MwpIp + LwIw +MwcIc) +RwIw = 0 . (23)

In equation (22), the Ii’s with i = p, w, c are the currents in the plasma, wall, error field

circuit, respectively. The Mij’s are the effective mutual inductances between the (i, j)

currents. The time scale of the error field is assumed to be longer than the time scale

of the RWM. At steady state ∂/(∂t) = 0, Iw = 0, equation (22) indicates

Ip = −MpcIc
Leff

. (24)
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It might be interesting to compare this equation with equation (20). The RFA hypothesis

is, therefore, equivalent to the assertion that Leff is proportional to s − iα near

“marginal stability”, which was expected [64]. But the generality of this relation was

only recognized after Boozer’s work.
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FIG. 24. The most sensitive exter-

nal field on the plasma boundary,

δB · nb = A(θ)cos(φ) + B(θ)sin(φ), in NSTX,

where red line is A(θ) and the blue line is

B(θ) (reference [118]). [Reprinted courtesy

of IAEA, Proceedings of 22nd IAEA Fusion

Energy Conference, Geneva, Switzerland (IAEA,

Vienna, 2008) Paper EX/5-3rb, http://www-

pub.iara.org/MTCD/Meetings/fec2008pp.asp.]

3.3.2. Ideal perturbed equilibrium code

(IPEC). Tokamak plasmas respond sensi-

tively to externally driven 3D magnetic

fields. An external field as small as δB/B ∼
10−4 can greatly change the performance of

plasmas by causing plasma mode locking

(plasma locked to the external error field),

or rotational damping by non-ambipolar

transport. In order to understand such

sensitive plasma responses, a precise de-

scription of plasma equilibria would be re-

quired as typical in 2D tokamak problems.

The IPEC [118] has been developed for

this purpose, based on DCON [72], and

VACUUM [87] stability codes, since per-

turbed equilibria is essentially the same

subject as plasma stability. Using IPEC, it

has been shown that there are strong ideal

plasma responses to imposed external per-

turbations — poloidal harmonic coupling,

shielding and amplification of the exter-

nal field (or the imposed displacement at

the plasma boundary). These effects have

been observed in experiments on DIII-D

and NSTX. In particular, for each config-

uration, there is a distribution of the exter-

nal perturbing field that will be most “ef-

fective” in producing the electromagnetic

torque for mode locking. IPEC can be utilized to identify these perturbations. Shown

in figure 24 is the most sensitive external field on the plasma boundary, δB · nb =

A(θ)cos(φ) + B(θ)sin(φ) in NSTX, where the red line is A(θ) and the blue line is

B(θ). With the plasma response known, it is then possible to evaluate the effect of

non-axisymmetry on the damping of toroidal rotation - the non-axisymmetry breaks

the toroidal symmetry of the orbit of trapped particles and results in the NTV [108].
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3.3.3. Other codes and models. As mentioned previously, the main assumption in the

physics of the resonant error field amplification is that the plasma has an amplified

response close to the “marginal stability” or has a path to reach a “neighboring

equilibrium” with respect to the external field. This is a universal relationship for

a system close to such conditions. Note that “marginal stability” and “neighboring

equilibrium’” satisfy the same equations. Therefore, in principle, all plasma models

given in section II should exhibit this behavior. All models mentioned previously,

appropriately extended to use the external error field as input will be able to study

the phenomenon of RFA. This was actually the situation. However, there are important

differences in the treatment of the effect of dissipation on the stable and/or quasi-stable

RWM and the damping of the toroidally symmetric component of the toroidal angular

momentum.

Fitzpatrick [52] generalized the Fitzpatrick-Aydemir model [34] to model the RFA in

cylindrical tokamak and the damping of the toroidal angular momentum. For simplicity,

he assumed the same edge fluid viscosity could be operative in both the helical RWM

and the damping of axisymmetric toroidal angular momentum. The simplicity of this

model to represent the integral plasma response both in the energy channel and the

momentum channel is its salient feature. The result of this study is that it was able to

model the triggering of the plasma deceleration by the error field and subsequently led

to the destabilization of the RWM (section 2.7).

By the time of publication of Boozer’s theory on RFA, the full feedback model

with toroidal geometry for the coils had already been incorporated into the MARS-

F code [67]. Therefore, it is natural to use the code to study RFA without further

modification.

Chu et al. [119] generalized the relationship found from the normal mode approach

(NMA) [120, 121] between the perturbed magnetic field on the wall Bw and the

perturbed magnetic field on the plasma Bp to derive the following complex form,

A =
δWIw + inΩD

δWNw + inΩD
− 1 , (25)

for the amplification factor A. Note that the amplification factor defined here shows

it depends explicitly on the dissipation factor inΩD. If the plasma were extremely

stable, δWIw ∼ δWNw → ∞ and there is no amplification. If D is real, comparison to

equation (20) shows that δWNw ∼ s and nΩD ∼ α, and the marginal stability point

should occur at the no-wall limit. However, if D is complex, the marginal stability point

shifts away from the no-wall limit.
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We see that the resonant field amplification (RFA) is a universal relationship which

is present in all theories and can be very useful in understanding the various aspects

of plasma, including the proper dissipation models for the MHD perturbations. Up to

now, these theories have largely been phenomenological in nature and is not detailed

enough to allow us pin down the exact dynamic model for the plasma.

3.4. Experimental observations of resonant field amplification

After the recognition of the importance of RFA in affecting the plasma behavior in high

βN plasmas for RWM stability, extensive experimental activity ensued to use it as a

guide both in understanding the plasma property and in improving its stability. The

important concept introduced by Boozer was to describe the RFA in terms of simple

measurable parameters, which can, in turn, be compared with more detailed plasma

models.

To study the time-dependent error field, the capability of the active coil and the

external resistive structure is very important. A list of these characteristics for different

devices is given in Table II.

Table II. Active coil and power supply characteristics

Coil Location Number of Coils Stabilizing Shell

DIII-D External 6 coils Vacuum vessel

Internal Upper 6, lower 6 Vacuum vessel

JET External Midplane 4 Vacuum vessel

NSTX External Midplane 6 Passive upper lower plates

HBT-EX Variable Variable Variable

3.4.1. The versatile error field compensation coils in DIII-D. The coil geometry em-

ployed for studying static and dynamic error field amplification (and mitigation) in

DIII-D is shown in figure 25 [122, 123]. It includes both the C-coils (external) and

I-coils (internal to the vacuum vessel). The C-coils consist of six four-turn coils lo-

cated on the outboard side and are symmetric with respect to the midplane. The

I-coils consist of six single-turn coils, located above the outer midplane (but inside the

vacuum vessel) and an identical set of six coils below the midplane. For the external

C-coils, the amplitude of the harmonic components is at its maximum for m = 1 and

monotonically decreases for higher m components. Due to its top-bottom symmetric
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M.S. Chu Figure 25
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FIG. 25. The versatile external C- and internal I-coil geometry used for static and dynamic error field

correction and also the magnetic feedback experiments in DIII-D. The locations of the Bp sensors are

also indicated (reference [122, 123]). [Reprinted courtesy of AIP, Phys. Plasmas 11, 2505 (2004).]

location on the outside midplane, the magnetic field produced by the C-coils has no

net helicity content. For the internal I-coils, the helicity content in the external field

produced by them can be varied depending upon the upper/lower connection. For most

experiments, the connection with 240 degrees phase difference between the top and

bottom I-coils was used, maximizing the m/n = 3/1 resonant component. The 3/1

component is expected to be the dominant component of the perturbed magnetic field

produced by the RWM. However, the m-spectrum of I-coils is quite broad so that the

magnitude of the resonance is determined by the plasma mode structure, not by the

applied field. Although a non-resonant component of the external field can be as large

as the resonant component, the plasma distortion due to the non-resonant component

is usually rather modest.

3.4.2. RFA signal carries helicity of the plasma. The first experiments to demonstrate

clearly the RFA phenomena were performed by applying pre-programmed square wave

(dc) n = 1 magnetic field produced by the C-coils to the plasma [124]. In these

experiments, ARFA is defined as

ARFA = [Br −Br(vac)]/Br(vac) . (26)

It is measured using radial flux loops near the outboard midplane of the tokamak. Note

that this experimental definition equation (26), based on the vacuum field, is expected

to capture the resonant features of equations (20), and (25), but are different from them.
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One important point to note is that the dc pulse was turned on for around 100 ms,

which is definitely longer than any dynamic time scale in the plasma and the resistive

wall. Therefore, the measured response represents a quasi-dc response of the plasma.

The details of the experiment are shown in figure 26. Figure 26(a) shows the normalized

beta and predicted no-wall limit, figure 26(b) shows the currents in the non-axisymmetric

field coils. Figure 26(c) is the resonant left-handed m/n = 2/1 component of the

magnetic field normal to the nominal q = 2 flux surface, and figure 26(d) is the plasma

response to the n = 1 field pulse during investigation of RFA. Figure 26(e,f) shows

the geometry of the RWM sensors. The correlation between the plasma βN shown in

figure 26(a) and the amplification measured in figure 26(e) shows that ARFA increases

with βN above βno−wallN . The RFA can originate from plasma with such a wide range of

βN values, indicating it is hard to relate it to a “marginal stability” condition; rather

more likely it is a condition of achieving different “neighboring equilibrium” states.
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FIG. 26. The difference in the measured phases in the RFA experiment using the external C-coils

in DIII-D. Shown in (a) is the toroidal phase of the n = 1 field measured by saddle loop arrays at

different poloidal locations versus the toroidal phase of the C-coil current without plasma and (b) the

same phases with plasma. Note the systematic shift in the phases induced by the plasma response

(reference [124]). [Reprinted courtesy of AIP, Phys. Plasmas 9, 1997 (2002).]
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To show that the response of the plasma does possess the helicity of the equilibrium

plasma field, the response at different poloidal angles are compared in figure 27. Shown

in figure 27(a) is the toroidal phase of the n = 1 field measured by saddle loop arrays

at different poloidal locations versus the toroidal phase of the C-coil current without

a plasma and figure 27(b) is the toroidal phase of the plasma response measured by

the three saddle loop arrays for the same C-coil current pulses. The systematic shift in

phases of the plasma response vs. those from the vacuum response show that the source

of the RFA signal comes directly from the plasma.

Experiments on JET [125] and NSTX [88] on RFA show similar dependence on

βN/β
no−wall
N .
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FIG. 27. The DIII-D C-coils notching experiment designed to verify the RFA phenomenon: (a) shows

the time evolution of βN , (b) the currents in the C-coils, (c) the resonant left-handed m/n = 2/1

component of the magnetic field normal to the nominal q = 2 flux surface, and (d) plasma response to

the n = 1 field. (e) and (f) Show the geometry of sensors for the detection of RWM (reference [124]).

[Reprinted courtesy of AIP, Phys. Plasmas 9, 1997 (2002).]

3.4.3. Single mode modeling of RFA experiment in JET. On JET, saddle coil systems

both internal and external to the vacuum vessel were used to study the RFA associated

with driven stable RWMs.

The experimental measurements have been compared with calculations using the

MARS-F MHD stability code [67] and shown in figure 28. Calculations with MARS-F

using a fluid model with small parallel viscosity makes the RFA peak inconsistent with

experiment near the no-wall limit, while models with stronger damping [fluid model

and cylindrical parallel (ion sound) viscosity or the semi-kinetic model] reproduce the
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FIG. 28. RFA measured in JET with midplane
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internal error field coils. βN is normalized

with respect to the approximate no-wall limit,

3.4li. Each symbol type represents a different

pulse. The curves show the predictions of various

damping models in MARS-F code — either

the “semi-kinetic” model or strong parallel (ion

sound wave) damping are in reasonable agreement

with experimental measurements (reference [125]).

[Reprinted courtesy of IASEA, Proceedings of

20th IAEA Fusion Energy Conference, Vilamoura,

Portugal (IAEA, Vienna, 2004) Paper EX/P2-22,

available on CD.]

experimental RFA for static error field

rather well [95, 126]. One of the ansatz of

RFA is that near “marginal stability”, the

external error field excites a particularly

large plasma response [equations (20), (23),

and (25)]. This also implies the response

may be represented as an eigenmode of

the system. The nature of the plasma

response on JET is analyzed by use of the

Pade approximation (Appendix D). It was

found that the plasma response in the RFA

process can indeed be reproduced with a

single pole, indicating that a single mode

dominated the RFA [127]. This indicates

that the “neighboring equilibrium” state

can be characterized as the distortion of the

background plasma by a “single mode”.

3.4.4. Mode slipping near β ' βno−wall

in HBT-EP compares well with Fitzpatrick-

Aydemir model. The RWM was identified

in the HBT-EP by Ivers et al. [128] and

the control of the XK was demonstrated

by Cates et al. [129, 130]. In a subsequent

experiment, the dynamic plasma response

is measured both before and following

a phase flip of the external magnetic

perturbation. The plasma response is

compared with the Fitzpatrick-Aydemir

model [34] and found to agree well. The

dissipation [52] in the plasma was found to

be high. The phase flip of the external

perturbation was found to excite a transient mode, which damps away in time

proportional to the inverse damping rate of the (stable) RWM as calculated by the

Fitzpatrick-Aydemir dispersion relation.
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For more stable plasma, the observed plasma response realigns with the applied field

more quickly (0.2 ms). This is deduced from the rapid evolution of the relative phase

between the mode and the external helical perturbation. For less stable plasmas, results

show that the amplitude of the m/n = 3/1 resonant plasma response starts to oscillate

immediately after the phase-flip. The relative phase between the perturbation and the

plasma response also starts to oscillate. The overall phase realignment time increased

to 0.5 ms. These characteristics are evident whenever the phase-flip was programmed

to occur near marginal stability.

Numerical simulations of the phase-flip experiments using the Fitzpatrick-Aydemir

equations reproduced the oscillations in the amplitude of the plasma response and

its relative phase caused by the phase-flip of the applied resonant field (figure 29).

Simulations show that the phase-flip excites a transient solution, responsible for the

oscillations, whose m/n = 3/1 structure oscillates back and forth like a damped

toroidal pendulum and ultimately realigns with the phase of the applied field. The

simulation also shows that the phase-realignment time is proportional to the inverse

damping rate of the stable RWMs, as calculated by the Fitzpatrick-Aydemir dispersion

relationship [131, 132].
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FIG. 29. Examples of “phase-flip” measurements in HBT-1B showing the plasma response to a step

change in the applied external magnetic field. Here s̄ is the stability index. s̄ = 0 corresponds to stability

of the XK mode with no external wall; and s̄ = 1 corresponds to stability of the XK mode with an

ideal wall. When the “phase-flip” is applied late in time (t ∼ 3 ms when the plasma is less stable),

temporal oscillations (near 5 kHz) in the plasma response indicate excitation of the wall-stabilized kink

in a rotating plasma (reference [131]). [Reprinted courtesy of IAEA, Nucl. Fusion 45, 285 (2005).]
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3.5. Nature of the plasma damping with RFA

3.5.1. Implication of the complex D from experiments in DIII-D. A statistical analysis

was performed for all the data in the resonant amplification experiments in DIII-D up

to 2002 [133]. The goal of this study was to relate the observations to the dissipation

characterized by the parameter equivalent to α [equation (20)] or D [equation (25)].

Experimentally it was demonstrated, as predicted by Boozer, that when βN approaches

the “marginal stable” condition, the applied pulsed error field can induce a large n = 1

helical response. But it was difficult to relate this to the “marginal stability” point

of the no-wall limit of the XK. Shown in the upper right panels of figure 30 are the

experimentally observed RFA amplitudes and phases of different discharges as a func-

tion of βN/β
no−wall
N . Shown below are panels of the calculated amplitude if the results

were to be described by introducing a complex dissipation parameter D in the lumped

parameter model (rather than a single real parameter as originally proposed in ref-

erence [55]). It is found that D can be represented in the form iDΩ = β0 + iΩα

in terms of the damping of the lumped parameter model. Shown in the left panel is
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FIG. 30. Results from the complex D experiment in DIII-D. (a) Shows the best fitted parameters for
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observed amplitudes (b) and phases (c) of the plasma response shown alongside the expected values

(d) and (e) from the fitted model (reference [64, 124, 133]). [Reprinted courtesy of IOP, Plasma Phys.

Control. Fusion 44, B339 (2002).]
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the variance of the fit versus α parameterized by β0 = (1.3, 1.4, 1.5). The fitted value of

α ∼ 2.5µ s for the dissipation coefficient, is found comparable to the Alfvén transit time

for the experiment under study — indicating very strong intrinsic damping. The level

of damping obtained in these experiments is high. It is comparable to the processes

assumed in the equilibrium forming time. This indicates that the plasma adjusts to

the external perturbing field more as the process during the establishment of a new

equilibrium rather than a milder process that involves some small number of particles.

This is in accord with the equilibrium evolution (include bifurcation) phenomena found

in section 2.7. Other alternative interpretations could be: (1) existence of other strong

stabilizing effects, as suggested by Hu and Betti [61]; or (2) existence of multiple resonant

surfaces that may be important in providing the damping.

3.5.2. Development of the active MHD spectroscopy. It is natural to generalize the

external quasi-dc pulse to sinusoidal pulses. It involved changing the standing wave

used in the experiment in section 3.4.2 [124] to a traveling wave. This technique of

probing the plasma for its response is appropriately called active MHD spectroscopy.

The frequency range employed in the active MHD spectroscopy were a few tens

of Hertz [91, 105, 106]. The measured frequency spectrum of the plasma response

to externally applied rotating magnetic fields is well-described by a single mode and

provides an absolute measurement of the damping rate and the natural mode rotation

frequency of the stable RWM.

In 2004, Reimerdes showed [105] that for an external field with angular frequency of

ωext, after an initial transient phase all quantities oscillate with the externally imposed

frequency and the RFA spectrum can be described by equation (27)

ARFA(s, ωext) = cs
1 + γ0τw

(iωext − γ0)τw
. (27)

According to equation (27) the RFA peaks when ωext matches Ω = =(γ0), i.e. the

natural rotation frequency of the mode. The maximum RFA amplitude is also predicted

to increase as the plasma approaches “marginal stability”. This is an excellent way to

show that the perturbation that is in equilibrium with the plasma actually has a natural

frequency, which is usually explicitly demanded by theories in these situations.

The evolution of various quantities during the experiment on MHD spectroscopy is

shown on the left of figure 31. In figure 31(a) βN is shown raised above the estimated

no-wall limit; figure 31(b) shows the current in the upper I-coil, and the generation of

a rotating n = 1 mode; figure 31(c) shows the Br field at the midplane; figure 31(d)

shows the deduced magnitude of the n = 1 plasma response; and figure 31(e) shows
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FIG. 31. Evolution of plasma signals during the MHD spectroscopy experiment in DIII-D. (a) βN is

raised above the estimated no-wall limit. The application of (b) a rotating n = 1 field leads to (c) a

perturbation of the magnetic field. (d) Magnitude and (e) phase of the n = 1 plasma response at the

applied frequency normalized to the applied current (reference [105, 106]). [(a-e) Reprinted courtesy of

IAEA, Nucl. Fusion 45, 368 (2005).] The RFA spectra obtained by the method of MHD spectroscopy.

Magnitude (f) and phase (g) of the n = 1 ARFA measured with midplane saddle loops and fitted to

analytic formula (reference [105, 106]). [(f,g) Reprinted courtesy of IAEA, adapted from Nucl. Fusion

45, 368 (2005).]

the phase of the n = 1 plasma response. The RFA spectra, measured at two times

during the discharges corresponding to two different values of βT , are compared to the

single mode prediction from equation (27) and shown on the right side of figure 31. One

important point to notice is that the measurements show the predicted resonance. The

resonance becomes sharper as βT increases, consistent with weaker damping. Fitting

two free complex parameters equivalent to cs and γ0 into equation (27) leads to good

agreement. The values of cs resulting from both fits are similar (within 10%), consistent

with a factor that depends only on the geometry of the sensors and the mode.
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Good agreement between the measured spectrum and the fit confirms that the

interaction between the RWM and externally supplied magnetic fields is well-described

by a single mode model [compare with section 3.4.3]. The frequency response was

similarly found in NSTX [91]. Consequently, the fit parameter yields an absolute

measurement of the plasma condition, which should be related to the evolution of

plasma rotation on its evolution path (c.f. section 2.7). For a fast rotating plasma,

this is quite unrelated to the no-wall marginal stability point. The coherent detection

technique allows for a small perturbation amplitude compared to pulsed techniques

(section 3.4.2), only trading off in time resolution, which is limited to the period of the

applied frequency. This is the extension of the technique of “active MHD spectroscopy”,

previously applied at frequencies above 10 kHz [134], to frequencies of a few tens of Hertz.

To explore the nature of the damping mechanism, an experiment is performed to

see whether there is a size dependence between DIII-D and JET on the damping process

involved in the RWM [135]. The magnitude and phase of the plasma response appears

independent of the size and wall property of the device. The critical stability seems

to follow the generic picture given in figure 18 but with a larger dissipation coefficient

κ‖ = 1 in the sound wave damping model to bring the sound wave damping curve to be

more in line with the kinetic damping curve.

3.6. Identification of damping due to NTV in NSTX

Dissipation of plasma toroidal angular momentum due to applied non-axisymmetric

magnetic fields and their plasma-induced components increased by resonant field

amplification and RWM destabilization has been identified in experiments on the

NSTX by Zhu and Sabbagh [109]. The measured decrease of plasma toroidal angular

momentum is compared to calculations of non-resonant drag torque based on the

theory of neoclassical toroidal viscosity. Quantitative agreement between experiment

and theory is found when the effect of toroidally trapped particles is included. The

neoclassical toroidal viscosity (section 3.2.2) is due to the symmetry breaking of the

perturbation field. The banana orbits are assumed to be collisionless for the toroidally

trapped particles but collisional for the helically trapped particles. It has two regimes,

the “ν” and the “1/ν” regime.

Shown in figure 32 is the NTV during amplification of n = 1 nonaxisymmetric field

configuration in NSTX. The procedure used is to first evaluate the plasma response

using the DCON code and then use the eigenfunction and the measured level of plasma

displacement as input to the NTV torque expressions given in reference [108]. This is

then compared with the experimentally derived torque. Shown in (a) is the evolution of

βN , with the shaded region corresponding to βN > βno−wallN , together with the maximum
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FIG. 32. Experiments on NSTX which verified the NTV

during amplification of n = 1 non-axisymmetric field

configuration: (a) evolution of βN , computed in the period

when βN > βno−wallN , and maximum current in non-

axisymmetric field coils; (b) n = 1 plasma response

measured by poloidal field sensors; (c) comparison of

measured d(IΩφ)/dt profile to theoretical integrated NTV

torque during RFA; and (d) similar comparison during

RWM evolution (reference [109]). [Reprinted courtesy of

APS, Phys. Rev. Lett. 96, 225002 (2006).]

current in the non-axisymmetric

field coils; (b) the n = 1 plasma

response measured by poloidal field

sensors; (c) comparison of the

measured torque d(IΩφ)/dt profile

to the theoretical integrated NTV

torque during RFA; and (d) similar

comparison during RWM evolution

(reference [109]). We note that the

neoclassical torque is proportional

to the square of the modulus of

the perturbing magnetic field and

is also weighted by the square

of the toroidal mode number of

the perturbing field. They are

concentrated near the mode rational

surfaces.

Non-resonant magnetic braking

by n = 3 fields was also shown

in reference [109]. Since the

NTV torque created by this field

scales linearly with plasma rotation

instead of inversely as for n = 1

resonant magnetic braking, rotation

bifurcation as described in section

2.7 cannot occur by the n = 3 field

application by itself. Therefore, non-resonant magnetic braking by NTV was shown

to be a powerful tool to modify the plasma rotation profile to study the properties of

RWM marginal stability versus plasma rotation. This technique was used to create very

low rotation [90] and profile modification for RWM studies in NSTX without rotation

bifurcation [91], and is now used as a general tool for various physics studies in the

device, including perturbative transport experiments.

3.7. Dynamic error field correction

In order to maintain plasma rotation and to have a sustained rotational stabilization of

the RWM, we need to eliminate the resonant component of the external magnetic field,

which could be present in the tokamak discharge environment in the phase when plasma
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minimize the effect of external error field on the plasma.

βT is near and above the no-wall

limit. The error field is produced

by the non-perfection in the coil sys-

tems that are needed to initiate and

maintain the discharge. The cur-

rents in these coils need to change

in response to the variation in the

plasma equilibrium such as the in-

crease in βT . Therefore, the error

field evolves dynamically through-

out the discharge history and needs

to be compensated dynamically (fig-

ure 33). There are many components of these error fields, the most dangerous one is the

component which resonantly excites the RWM and gives rise to large damping of the

rotation and defeats rotational stabilization. The time scale of change of the external

error field is, therefore, the same as the evolution time scale of the plasma equilibrium.

In principle the equilibrium evolution time scale is still much longer than the time scale

of the RWM. Therefore, the requirement on the feedback system for dynamic error

field compensation is much less severe than that for the nonlinear suppression of the

RWM. However, dynamic error field correction is an important topic because even if

Cβ is relatively small, which is the operation regime envisaged for ITER, this is still an

unavoidable problem. In the following, we will see that this phenomenon also affords a

special opportunity to explicitly separate out the time scales of the different components

of the error field that affects the dynamics of the RWM.

3.7.1. Poloidal field structure dependence in dynamic error field correction. The first

set of experiments that showed the importance of the resonant component of the external

field in affecting the stability of the plasma is provided by deliberately varying the

connection angle between the upper and lower I-coils in the error field suppression

experiment. As shown in figure 34, depending on the connection angle between the upper

and lower I-coils, we may use the I-coils to produce different spectra of the external fields

for the purpose of cancelling the “resonant component” of the error field. Conversely,

an inappropriately prepared compensation field will destabilize the plasma.

Shown in figure 34(a) is the result of an experiment [136] on a steady-state plasma

rotationally stabilized against the RWM with βN above the no-wall limit (βN ≥ 3.5).

It shows the variation of the measured time-averaged amplitude and the toroidal phase

of the n = 1 component of the coil current for error field compensation. We note
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FIG. 34. (Left) experimentally measured magnitude and toroidal phase of feedback currents in I-coil

as a function of the connection angle in DIII-D. Disruption is observed at an angle of 480 degrees

(reference [136]). (Right) simulation using MARS of dependence of the stability of the plasma vs coil

connection angle parameterized by different levels of gain.

that the required current has a minimum around ∆φconnect = 240–300 degrees. This

minimum and the absolute phase of the I-coil current show the optimum spectrum of

the I-coil amplitude and phase that could be used to cancel the resonant component of

the unknown error field.

It is interesting to note that with different ∆φconnect settings, the toroidal phase of

plasma response changes weakly showing that the unknown error field does not change

much in this set of experiments. Based on these observations, the connection angle was

set to ∆φconnect = 240–300 degrees for most of the magnetic feedback experiments on

DIII-D. It has also been shown that when the I-coil connection is maximally unfavorable

— at 420 degrees, the applied error field correction actually led to disruption as shown

as the vertical dotted line in figure 34(a). This phenomenon should be compared with

the phase-flip experiment in HBT-EP in section 3.4.4.

3.7.2. Theoretical modeling on the importance of the poloidal structure of the external

correction field. The optimized connection angle ∆φconnect = 240–300 degrees in

figure 34(a) is consistent with a number of modeling results.

First, a study including the structure of the RWM was made with the normal mode

analysis (NMA) approach [121] with the DCON-VACUUM code to simulate feedback

with I-coils. In this simulation, the feedback process used the complete set of normal

modes of the plasma obtained during the open loop simulation. The unstable RWM

was used to observe the role of plasma and feedback-coil coupling on the mode growth

rate. To feedback-stabilize the RWM, the preferred connection angle was found to be

∆φconnect = 240–300 degrees.
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Second, the same conclusion was obtained from results based on analysis using the

MARS-F code as shown in figure 34(b). The mode used here is an unstable RWM

and the dependence of the growth rate on the coupling between the mode and the

feedback coil geometry was again the dominant factor. Shown are curves with fixed

gain (unnormalized). A larger reduction in the growth rate was obtained with better

coupling between the applied field and the unstable mode, which is qualitatively similar

to experiment.

3.7.3. Demonstration of error field compensation and dynamic error field correction

using internal vs. external coils. The basic ansatz of dynamic error field correction in

high βT regimes is that by detecting the enhanced plasma response to the resonant

component of the external error field we may dynamically supply a compensating

“resonant component” of an external field to reduce the resonant component of the

unknown total external error field to the required level. This compensation, called

dynamic error field correction, should be independent of the geometry of the external

coils that produced the field and was verified in DIII-D (figure 35) using two different

field patterns made available by two independent coil systems, namely C-coils and I-coils

(figure 25). In the early time period of the discharge, the initial error field correction is

provided with three pairs of C-coils located outside the vacuum vessel on the midplane.

The C-coils current was reduced linearly in time to zero. At the same time the feedback

was switched to the I-coils located off-midplane, allowing the I-coils current to adjust

the error field compensation. In this experiment the upper three pairs of I-coils were

connected with the lower three pairs with a 240 degree toroidally-phase shift. The

m = 2− 3 components are dominant.
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FIG. 35. Experimental demonstration of the principle of dynamic error field compensation in DIII-D.

In this experiment, the error field correction provided by the C-coils [with currents in various coil pairs

shown in (a)] is gradually replaced by the currents in I-coils [shown in (b)]. Plasma rotation in the

discharge shown in (c) remains fairly constant, and the toroidal distribution of currents in C- and

I-coils are the same as shown in (d) (reference [136]). [Reprinted courtesy of IOP, Nucl. Fusion 45,

1718 (2005).]
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By this procedure, the I-coils current replaced the C-coils current for error field

correction. The plasma rotation was sustained at the same level as the initial value. No

reduction of plasma rotation illustrated the fact that the reduction of midplane C-coil

field was well-compensated with the increase of off-midplane I-coil field.

At a fixed time, the toroidal phase of the coil current was well-matched between

the I-coil and C-coil with a multiplier of 2.3 between the two coil currents [figure 35(d)].

This indicated that only the magnitude of the resonant component of the correction

field varied, not the phase.

3.8. Enhanced experimental operation through dynamic error field correction

Error field reduction was achieved in many devices and led to higher βT and βN , reported

in DIII-D [122] and NSTX [77, 137].

3.8.1. Achieving the ideal kink limit. Figure 36 shows the achievement of high βN close

to the ideal wall βT limit in DIII-D by using dynamic error field correction magnetic

feedback [86]. The achieved βN was twice the no-wall βN limit and is, therefore, close

to the ideal-wall pressure limit. This is the first achievement of the ideal-wall pressure

limit at such a high level of βN/β
no−wall
N . The discharge used a modest current ramp

with continuously decreasing q throughout the plasma cross section. The discharge

termination occurred at q95 ∼ 3.1 and was accompanied by a fast growing n = 1 mode

precursor. The observed e-folding growth time of 300µs (<< τw ∼ 3000µs) for the

precursor represents the onset of an ideal kink. The ideal MHD stability computation

with a series of numerical equilibria reconstructed from experimental data indicates that

the experimental configuration is within 10% of the ideal wall βT limit. In the dynamic

error field correction feedback process, the demand signal to the feedback system was a

response signal to a gradual change to the currents in the equilibrium maintaining coil.

This indicates that the signal detected by the poloidal sensors are from RFAs excited by

some residual resonant component of the non-axisymmetric (error) field, which evolves

in time as βT evolves.
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FIG. 36. Experimental achievement of high-pressure plasma in DIII-D close to the ideal MHD limit.

Shown in (a) are the traces of the plasma pressure (βN ) versus time in two discharges with/without

dynamic error filed correction. The estimated ideal-wall and no-wall limits were verified by the GATO

code using experimentally measured pressure and safety factor q-profile. (b) The evolution in time

of the rotation frequency for the two discharges with and without feedback. (c) The amplitude of the

n = 1 radial magnetic field supplied by the C-coil system. Note that with no feedback, the current is

preset to be 1 kA. (d) The toroidal phase of the n = 1 radial magnetic field supplied by C-coil. (e)

Growth of the n = 1 poloidal field perturbation near the ideal MHD limit. The growth time of the mode

is observed to be 300µs; within this duration its toroidal phase angle also undergoes a 180 degrees shift

(references [124, 133]). [Reprinted courtesy of IOP, Plasma Phys. Control. Fusion 44, B339 (2002).]

Another more interesting demonstration of the equilibrium related nature of the

error field in DEFC from feedback is provided by the experiment shown in figure 37 on

DIII-D. The experiment was conducted with feedback off, and with the C-coil currents

preprogrammed to those determined by the feedback system while feedback was turned

on. The discharge behavior as shown in figure 37 followed the evolution of the discharge

with feedback on (figure 36). The achieved values of βN and plasma rotation frequency

were identical to the plasma with feedback on. This evidence suggests that the resonant

component of residual non-axisymmetric field contributed significantly to the mode

amplification and consequently reduced the rotation velocity. Once the compensation

was made, the RFA did not grow and the plasma did not slow down. Plasma rotation

was able to suppress the onset of RWM up to the ideal MHD βN . This result was found

to be reproducible.
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FIG. 37. Experimental achievement of high βN discharge in DIII-D with pre-programmed coil current

and comparison with the case using dynamic error field correction feedback. Two traces are shown, red

is with feedback and blue is without. Shown in (a) is plasma pressure βN (b) is the plasma rotation,

in (c) the amplitude of the n = 1 component of the coil current, and in (d) the toroidal phase angle

of the n = 1 component of the coil current (references [124, 133]). [Reprinted courtesy of IOP, Plasma

Phys. Control. Fusion 44, B339 (2002).]

3.8.2. Sustainment of rotational stabilization. Sustained wall stabilization for the XK

mode has been demonstrated in an advanced tokamak discharge with high normalized

β and high bootstrap current in DIII-D [124, 138]. β exceeds the calculated no-wall

limit of βN ∼ 4li for almost one second, and reaches a maximum near the estimated

ideal-wall stability limit at βN ∼ 6li. Here plasma rotation plays a major role in the

stabilization, with the non-axisymmetric coils (C-coils) providing feedback-controlled

correction of the n = 1 error fields that would otherwise slow the plasma rotation.

Similar results were demonstrated by Sabbagh et al in NSTX without [88], and

with n = 1 RWM feedback control and n = 3 error field correction [91], with values of

βN ∼ 11li [90].

3.9. Nonresonant external perturbation-induced toroidal rotation

As shown in section 3.2.2, the presence of an error field in the plasma breaks the

toroidal symmetry of the plasma configuration and gives rise to the NTV torque [108].

This torque has been identified in experiments in NSTX [109] (section 3.6). Another

consequence of the NTV theory is the presence of a toroidal-driven flow given by
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equation (21) due to the non-axisymmetric fields and reported by Shaing [108, 111, 114].

The importance of the non-axisymmetric error field to the locking threshold (the

minimum amplitude of the error field to cause the plasma to lock to the wall) in plasmas

has been emphasized by Cole et al. in reference [117]. In the work by Garofalo in

2008 [107], the first observation of plasma acceleration driven by the application of

static non-resonant error fields was reported. It also resulted in improvement in the

global energy confinement time.

Toroidal rotation benefits the tokamak by flow shear stabilization of turbulence,

screening of error fields, and stabilization of neoclassical tearing modes and RWMs.

However, a self-heated burning plasma with little toroidal momentum injection will

have negligible inertial torque. Toroidal momentum sinks will exist in a burning plasma,

including torques from unavoidable magnetic field errors. Although the braking effect of

static magnetic field asymmetries is well-known as discussed extensively in section 3.1.1,

predictions that they can lead to an increase in rotation frequency (neoclassical offset)

was not noted before 2008. When a large non-resonant n = 3 field is applied to a

plasma with small neutral beam torque in DIII-D, the measured toroidal rotation of

impurity ions and the calculated main ion toroidal rotation both increase in the electron

diamagnetic drift direction. The magnitude, direction and radial profile of the offset

rotation are consistent with theory as is the suppression of the rotation increase at low

β.

The offset rotation rate is about 1% of the Alfvén frequency, more than double the

rotation needed for stable operation at high β above the no-wall kink limit in DIII-D [100]

and JT-60U [101] (section 2.6). An important consequence is that the non-resonant field

torque in a fusion plasma from high-n fields for ELM suppression [139] may not present

a problem, but instead may generate a plasma rotation sufficient to benefit confinement

and stability in a fusion reactor!

3.10. Discussion on error field amplification and dynamic error field correction

Because the error field can greatly influence the plasma rotation, which in turn

determines the stability of the RWM, research on error field is closely related to the

research on RWM. This close relationship is accentuated because the plasma can have

an amplified (resonant) response to the external error field. The research on error field

and its amplification has resulted in improved understanding not only of the interaction

between the plasma and an external perturbation field, but also the plasma state during

its development of an RWM. This area of research has largely been phenomenological in

nature, but is gradually evolving towards being more quantitative. Eventually, research

in this area can greatly help us understand the dynamics of the plasma, including

differentiating between the various plasma models.
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The recent concentration of activity in this area started with the observed puzzle

by Garofalo [53] of correlation between plasma rotation slowing down and speeding up

near the βno−wallN limit. It was subsequently explained by Boozer as the phenomenon of

enhanced plasma response (RFA) approaching a “marginal stability” limit [55]. It was

proposed that RFA can be described in terms of two simple parameters of s for stability

and α for damping torque which are characteristics of the plasma state.

Ensuing experiments showed that RFA was observed in all experiments, including

DIII-D, JET, NSTX, HBT-EP etc. Special experiments were designed to study the

nature of the RFA. It showed that the RFA carries the helicity of the plasma, increases

in amplitude with βN and has its inherent natural frequency. It has to be emphasized

that some of these equilibria are in the high rotation state studied in section 2. The

important result was that these studies revealed that RFA can be described in terms

of a single mode. Also, it is not necessarily true that all the plasmas were being

close to some “marginal stability” state. Rather, RFA could be related more to the

adjustment of this single mode to be in equilibrium with both the resistive wall and the

background plasma. Interpreted in this way, the “rotation equilibrium” is lost, i.e. we

should observe a rotation bifurcation when the “viscous torque” between this mode and

the background plasma cannot balance with the electromagnetic torque between the

mode and the external resistive wall. On the other hand, the true RWM instability is

when the torque balance can be maintained, but still no neighboring equilibrium exists.

There is still free energy to be expended to drive the flux diffusion through the resistive

wall. This picture is qualitatively supported by the results from RFA and shows that the

research results on RFA corroborates with those given in section 2. [Note this picture of

the development of the RWM is very similar to that proposed by Gimblett et al. [54],

except that the “mode” in question most likely is not a RP-RWM but rather a IP-RWM

and there are other (kinetic) effects that affect the overall stability of the mode]. If this

picture is firmed up quantitatively, we can claim to have made a great advance towards

the predictability of the stability of RWM (c.f. section 2.8) The amplitude of the extra

mode is usually quite small, therefore aspects of linear theory could remain valid.

Development of the technique of MHD spectroscopy [105] affords a method to probe

the plasma with minimum amount of perturbation. It allowed detailed comparison of

the experiment with computer modeling. For instance, the ongoing work by Lanctot

verified that both IPEC and MARS-F can be used to model the RFA at low βN [140].

Generalization to plasma conditions above the no-wall limit and with different plasma

models is being actively pursued. This is the possible contribution of the major advance

in RFA to the understanding of RWM.

It is worthwhile to mention that after understanding that the plasma slowing

down is mainly due to the “resonant” response due to this mode, it was demonstrated

experimentally this mode may be compensated for in various means, on the equilibrium

evolution time scale, to allow the plasma remain stable to the RWM to achieve high

performance at high rotation values.
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Together with developments in the understanding of perturbed magnetic field

in plasmas, the dynamics of particles in these fields were investigated quantitatively,

demonstrating that the symmetry breaking fields give rise to the NTV and the non-

resonant part also imparts a toroidal flow to the plasma. This effect is also demonstrated

in experiments quantitatively. It is proposed that this effect can be used to provide

counter current rotation of the plasma for the stabilization of the RWM. These represent

recent developments towards a more quantitative understanding of the RFA in its

relation to the RWM.

All the above indicates that this field is entering a new phase. It is expected that

much progress will come from the study of error fields through even more coupling

between theory, modeling and experiment in the near future. It is also expected that

this effort will directly benefit the understanding and stabilization of the RWM. For

instance it should be able to allow us establish the nature of rotational stabilization, i.e.

whether type (a) in the scheme of classification of Gimblett and Hastie [54], is a good

classification for the behavior of plasma in RWM.
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4. RWM Stabilization with Magnetic Feedback

4.1. Introduction

When βN > βno−wallN , and the toroidal rotation is not sufficiently large, the plasma is

expected to be unstable to the RWM. In this case, we have to rely on magnetic feedback

to stabilize the plasma. In general, feedback is a very useful branch of knowledge and

it is being increasingly recognized as necessary and important for the fusion device.

Two different sections of the IEEE Control Systems Magazine [141, 142] were recently

devoted to a review of the feedback study of fusion plasmas. The feedback of the

RWM aims at making the resistive wall mimic an “ideal wall”. To study the plasma

stability during feedback, we have to consider not only the response of the plasma

to the perturbation under consideration, but also have to include the response of all

other components involved in the feedback process. These components are the mode

identification (sensors), control logic, power supply and feedback coils. A schematic of

this closed loop feedback relationship is shown in figure 38. A collection of the useful

concepts of the control theory that are employed for the feedback stabilization is given

in Appendix D.
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FIG. 38. Schematic block diagram of flow of the signal during direct feedback. Currents in the feedback

coils are determined by a sequence of processes and factors that are labeled by the blocks for mode

identification, control logic, power supply, and coil geometries etc.

4.2. The first analysis of feedback stabilization of tokamaks by Liu and Bondeson.

The toroidal calculations of RWM feedback control were first presented by Liu and

Bondeson in 2000 [143]. The results showed that the high βT , n = 1 RWM can be

stabilized even with a simple arrangement of actuator and sensor coils. The feedback
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M.S. Chu Figure 39
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FIG. 39. Dynamic error field correction utilizes the

resonant field amplification ARFA of the stable RWM to

minimize the effect of external error field on the plasma.

geometry used is shown in figure 39.

[This should be contrasted with the

original configuration proposed by

Bishop [32] shown in figure 7(b) and

its implementation for RFPs to be

shown in figure 56.] It was found

sufficient to use one toroidal array

of feedback coils and one array of

sensor coils located at one poloidal

location. This is because such a

simple coil set couples well to the

high-βT n = 1 kink which balloons

on the outboard side of the torus.

Although the sensors have to be

placed inside the conducting shell,

the feedback coils can readily be

placed outside, and their optimal extent poloidally is about one quarter of the poloidal

circumference. Complex gain, which mimics the effect of a rotating shell [17] and makes

the mode rotate, can decrease the gain required for stabilization. But real gain still

plays the more important role.

4.3. Analysis, theory and codes for feedback stabilization

4.3.1. Choice of sensor and feedback logic There are a large number of choices of the

magnetic signal to be used for mode identification. This could be either the radial

or poloidal components of the perturbed magnetic field: either compensated or un-

compensated for its direct coupling from the wall or coil currents. Similarly, there is

also a large choice of feedback schemes. The actuators could be programmed to nullify

the projected perturbation signals at either the plasma or the wall.

A number of the more common control logics and choices of sensor signals are listed

in Table III.

Strait [144] made a simple and elegant analysis on the effectiveness of different

sensor and feedback configurations by using the relationships between the fluxes at

the plasma and the resistive wall. The most important conclusions of his analysis are

summarized in figure 40 for different feedback schemes using gain G on plasma mode

with growth rate γ normalized to the resistive wall time τw. The top left of this fig-

ure shows that an ideal Bp sensor can be very effective (with G ≤ 1) in stabilization of all
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Table III. Feedback logic and flux and method used for stabilization

Logic Type of Flux and Method of Utilization

Smart shell Uses total radial flux just outside or inside the wall:

feedback tries to produce “pseudo-ideal wall” at the

observation location [32].

Fake rotating Uses radial flux: the feedback currents are toroidally

shell shifted relative to the observed mode pattern imitating

the phase shift induced by toroidal rotation [58].

Explicit mode Uses the radial flux compensated by the flux due to direct

coupling between the coil and the sensors [144].

Mode control Uses poloidal flux that is due to the unstable RWM and

optimally decoupled from the applied Br field from the

feedback coils [86].
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FIG. 40. Summary of analysis by Strait on the effectiveness of sensor and feedback schemes in magnetic

feedback. The range of gain values G (dashed) to stabilize a mode is plotted against the open-loop

growth rate γ of the unstable RWM. The top left panel is for ideal Bp sensor, top right for Smart shell

feedback with Bp sensor, lower left for dc compensated Br sensor, and lower right for ac compensated

Br sensor (reference [144]). [Reprinted courtesy of IOP, Nucl. Fusion 43, 430 (2003).]
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modes with γ →∞. On the top right, the figure shows that even with the smart shell

logic but using Br sensor, G → ∞ as γ → ∞. Therefore, it is not as efficient as the

Bp sensor. The dc compensated Br sensor can be as efficient as the Bp sensor. This is

shown in the bottom left panel. However, ac compensated Br sensor is the least efficient

and is also limited in the range of the growth rates of the RWM it can stabilize, i.e.

γ ≤ 1.

The computational studies of the superior performance of poloidal sensors were

first demonstrated in using MARS-F [67]. Subsequent calculations with several

codes [121, 145, 146] confirmed this advantage of the poloidal sensors. Work with the

MARS-F code has shown that control can be made robust with respect to variations in

plasma pressure, current and rotation [95, 147, 148], if the active coils have a single coil in

the poloidal direction located at the outboard midplane (e.g., as the C-coil in DIII-D). A

single poloidal coil toroidal array covering about 20% of the poloidal circumference [67]

works well over a large range of plasma currents. Multiple active coils in the poloidal

direction are useful when radial sensors are used [121, 146, 149], but surprisingly do not

bring substantial improvements for poloidal sensors [149].

The advantage of the poloidal sensor versus the radial sensor in feedback was also

noted by Pustovitov. He also pointed out that it is even more preferable to use a

combination of poloidal and radial sensors [150].

In RFX (a reversed field pinch device in Italy), a control algorithm, the clean-mode

control (CMC) was developed to control the effect of them = 1 resistive-kink and tearing

modes directly, similar to “mode control” in tokamaks rather than “virtual shell control”.

This approach can remove the systematic error affecting magnetic measurements due

to the aliasing of the sideband harmonics produced by the active coils. It decreases

deformation of the last closed magnetic surfaces and prevents wall locking systematically.

The resultant pattern of plasma wall interaction moved toroidally during the discharge

and resulted in a more even distribution of the plasma-wall interaction [151].

4.3.2. Extended energy principle for magnetic feedback of an ideal-stationary plasma.

For feedback, the plasma stability problem necessarily has to be extended to include

the external circuit and feedback control elements. With idealization, these elements

can still be modeled concisely and the full feedback problem studied for its analytic

properties.

An example of the theoretical approach in this direction is given by Chu et al. [121].

In this work, feedback stabilization of the RWM in a general feedback configuration

is formulated in terms of the normal modes of the plasma-resistive wall system. The

growth/damping rates and the eigenfunctions of the normal modes are determined by an

extended energy principle for the plasma during its open loop operation. The dynamics
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of the feedback system is completed by the prescription of the feedback logic. During the

closed loop operation, the extended energy principle further determines the interactions

between the feedback coils with the open loop eigenfunctions and the stability of the

full system.

This formulation, given in Appendix E, has been implemented numerically and

applied to the DIII-D tokamak. It is found that feedback with poloidal sensors is more

effective than feedback with radial sensors. Using radial sensors, [figure 41(a)] increasing

the number of feedback coils from a central band on the outboard side to include an

upper and a lower band can substantially increase the effectiveness of the feedback

system. The strength of the RWM that can be stabilized is increased from γτw = 1 to

30. (γ is the growth rate of the RWM in the absence of feedback and τw is the resistive

wall time constant.) Using poloidal sensors, just one central band of feedback coils is

sufficient for the stabilization of the RWM with γτw = 30.
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FIG. 41. (a) Application of the NMA code to the study of the effectiveness of feedback using different

feedback and sensor coils using Br in DIII-D. f is the effectiveness factor. f = 1 for stability. In this

figure f is plotted as a function of βN for one, two, and three bands of radial sensors and coils. It is

seen that using one midplane coil, the RWM is stabilized only for βN ≤ 2.13. Using the upper and

lower bands, the RWM is stabilized for βN ≤ 2.25. Using all three bands of coils stabilizes βN ≤ 2.5.

At this value of βN , the strength of the RWM has a growth rate of γτw of 30 (reference [121]).

[Reprinted courtesy of IAEA, Nucl. Fusion 43, 441 (2003).] (b) Summary of VALEN calculations

of optimized feedback configurations in DIII-D for both smart shell and mode control feedback logic

(references [146, 156]). [Reprinted courtesy of AIP, Phys. Plasmas 8, 2170 (2001).]
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We note that a similar approach of separating the feedback problem into the coupled

open-loop and closed-loop problems has been adopted by the STARWALL-OPTIM [152]

3D code package (section 4.3.4).

Another work in this spirit was by Bondeson et al. [153]. The large aspect

ratio model for the current driven XK is applied to study the control of the RWMs.

Comparison with toroidal computations indicates that the cylindrical instabilities react

in similar ways to pressure driven modes, when the feedback and sensor coils are placed

on the low field side of the torus. However, higher gain is required in the cylindrical

case.

4.3.3. Necessary simplification for practical application of control methods Interaction

between the plasma and the RWM feedback systems uses magnetic sensors (and

sometimes other signals) to gain information on the amplitude of the unstable RWM.

This signal is processed through the control logic to generate the control currents in

a set of feedback coils. Although it is demonstrated that the complete solution of the

feedback problem is possible in terms of the full set of normal modes, in practice, the

number of “modes” has to be limited to be practical. For toroidal systems, the transfer

functions are sums over infinitely many isolated poles [121, 148, 154], corresponding to

the RWM growth-rates in the absence of feedback. The transfer functions can be well

approximated in the entire unstable half plane by the Pade approximation using three-

pole (or even two-pole for poloidal sensors) [148]. Adopting the Pade approximation

makes the system more amenable to well-established analysis methods developed in

control theory.

4.3.4. Codes for magnetic feedback At present, there are four codes that have been

developed for the study of the magnetic feedback problem in toroidal geometry. These

are the CARMA(MARS-CARIDI), NMA, VALEN and STARWALL-OPTIM.

• CARMA results from the coupling of the MARS [148] code to the 3D CARIDI [155]

eddy current code. The MARS code is described in more detail in references [62, 66,

67, 68]. Aside from feedback stabilization, it can also be used to study rotational

stabilization of an RWM with a general toroidal rotation profile. It now includes

the full diamagnetic and magnetic drift of the particles self-consistently.

• The NMA [121] code is a complete solution of the 2D feedback problem of RWM

with the full 2D geometry of the sensor and coil structure. The advantage of NMA is

its conceptual conciseness. The disadvantage is that it can not handle either plasma

rotation, nor the 3D geometry of the sensor and feedback coils. More details of this

code is given in section 4.3.2 and Appendix E.
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• VALEN [146] is specifically constructed to study feedback stabilization of the RWM.

The advantage of VALEN is that it allows a full model of the 3D structure of the

external coils. Therefore, it is an extremely useful design tool. It is described

in more detail in Appendix F and reference [146]. This code has been used to

design new (and optimum) feedback systems [77] and for the interpretation of

experimental results [88]. Here, it was found that off-midplane control coils situated

near passive conducting plates lead to inferior feedback performance compared to a

midplane-located coil set. Another example of these optimization studies with the

VALEN code is its application to the design of the internal feedback coils (I-coils)

for DIII-D feedback experiments [156]. The issue it resolved was the advantage

and/or disadvantage in using a single poloidal segment (∼6 toroidal control coils

on the midplane) vs. three poloidal segments (∼18 control coils located at the

midplane and above/below the midplane) for feedback experiments. The results

from VALEN are summarized in figure 41(b), in which the growth rates of the

RWM with different coil set and different sensor and feedback schemes are plotted

as a function of Cβ (x-axis). The six midplane coils on DIII-D (a basic smart

shell feedback scheme) and proportional gain raise Cβ only 20% towards the ideal

wall βT limit, consistent with the modest feedback performance expected for such

a system. The use of shorter sensors located inside the vacuum vessel and the

existing six control coil system projects to about 30% toward the ideal wall limit.

The use of a toroidal array of midplane mounted Bp sensors improves the projected

performance of the existing six control coil set further to about 50% toward the

ideal wall limit. For an 18 coil set in three poloidal segments which was proposed

for installation on DIII-D, the basic smart shell projected performance is improved

to 50% toward the ideal wall limit. The use of a toroidal array of midplane-mounted

Bp sensors improves the projected performance of an 18-control coil set to about

80% towards the ideal wall limit. These results can be compared with that obtained

by NMA given in figure 41(a) [121].

• STARWALL and OPTIM. This code couples the fully three-dimensional stabil-

ity code STARWALL [152], and the feedback optimization code OPTIM [152].

It was developed to compute the growth rates of RWMs in the presence of non-

axisymmetric, multiply-connected wall structures and to model the active feed-

back stabilization of these modes. The unique feature of this code is that it

can take several toroidal harmonics simultaneously into account. Therefore, it

can compute both the open-loop and closed-loop RWMs in the presence of non-

axisymmetric, multiply connected wall structures. This code uses the approach sim-

ilar to NMA [121] and separates the RWM and feedback stabilization into two parts:
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the open- and the closed-loop problems. In the open-loop part, a complete set of

eigenfunctions of the plasma resistive wall system is determined. The feedback coils

are included in the resistive wall configuration. During the open loop operation, the

feedback coils are additional passive resistive elements without an applied external

voltage. The OPTIM code then finds an optimal set of feedback parameters that

would make the system stable. The code has been applied to study the effect of

toroidal mode coupling caused by multiply connected wall structures.

4.4. Experiments on magnetic feedback stabilization.

4.4.1. Internal sensors and mode control logic lengthen discharge duration. All

feedback sensors employed in these experiments are magnetic field or flux sensors and,

in principle, can determine the magnetic field components at any location beyond the

plasma boundary for feedback control. The types and locations of control sensors are

crucial for feedback control (section 4.3.1). The optimization depends on the toroidal

phase relationship between the mode, external applied field and eddy field. Preference

arises from: (1) the sensitivity of the sensors to the mode itself or the total field/flux,

(2) local value of fields measured by the magnetic pickup probe or spatially averaged flux

loop, (3) resilience to the expected noise or error field, and (4) easiness for eliminating

the n = 0 equilibrium field.

In the early history of feedback control, the “smart shell” or “virtual shell” with

radial flux loop sensors was used where the feedback aims to preserve the total radial

flux at the sensor location. Since the RWM is driven by the joule loss on the wall, the

recharging of the lost flux should slow down the growth rate and the feedback control

current with some toroidal phase shift which should make the RWM stable.

Sensor preference was examined experimentally in DIII-D [86, 156]. Shown in

figure 42(a) are results using the “smart shell” feedback algorithm. It shows that

internal saddle (Br) loops are more effective than external loops in extending the plasma

duration. Figure 42(b) compares results for feedback with δBr and δBp sensors and

without feedback. Using the δBp sensors and the “mode control” algorithm, the increase

in plasma duration was almost five times as long as that achieved using the internal

saddle loops and the “smart shell” algorithm. These show a clear advantage of internal

sensors and sensing the mode itself compared to the external sensors or total flux. It

seems the “smart shell” does not perform as well as originally proposed with a simple

model [32].
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M.S. Chu Figure 42
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FIG. 42. Comparison of stabilized plasma duration for a variety of feedback conditions in DIII-

D (reference [86]). [Reprinted courtesy of Proceedings of 28th EPS Conference on Controlled Fusion

and Plasma Physics, Funchal, Portugal, ECA Vol. 25A (EPS, Petit-Lancy, 2001) Paper P4.008,

http://www.cfn.ist.utl.pt/EPS2001/fin/authors/nav/AutJ01fr.html.]

An entirely different approach for sensors is the combination of sensor measurements

and the use of the system model. Here, the belief is that the feedback does not require

an exact knowledge of the system status as long as the system is contained within a

stable domain. One approach is the use of the Kalman filter [157] which is composed of

a set of mathematical equations that allows a system to find an optimized state based

on measurements and models. For example, if the sensor measurement has noise, the

system will be controlled using pre-set system eigenvalue, rather than only by sensor

signals. The experimental verification of its feasibility combined with predicted growth

rate is reported [157].

4.4.2. Achieving higher Cβ at lower plasma rotation by I-coil feedback. To gain

an appreciation of the achievement of rotational and feedback stabilization, the

experimentally achieved Cβ are summarized in figure 43. Shown are representative shot

trajectories of plasma rotation (at the q ∼ 2 surface) vs. Cβ. The marginal stability

criterion was computed using the MARS-F code [67] for a generic set of equilibria typical

for these discharge conditions. Without feedback, the discharge terminated below the

estimated critical rotation frequency [trajectory(a)]. With I-coil feedback a proper choice

of gains increased Cβ to 0.8− 1.0 [trajectories (b1),(b2)] even when the plasma rotation

was gradually reduced well below the predicted critical rotation. The trajectory (b1)

was terminated by a fast non-oscillatory RWM. The discharge represented by trajectory

(b2) reached higher Cβ even with lower rotation down to 30 km/s.
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M.S. Chu Figure 43
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FIG. 43. Summary of achieved stabilization results in

DIII-D in the rotation- Cβ plane. (a) Without feedback,

(b1,b2) with I-coil feedback, (c) feedback with C-coils, and

(d) with I-coil feedback and strong n = 1 braking. The

onsets of the RWMs are marked by small circles. The

dotted line through the middle of the figure is the critical

threshold for rotational stabilization computed by MARS-

F (reference [136]). [Reprinted courtesy of IAEA, Nucl.

Fusion 45, 1715 (2005).]

For comparison, a typical dis-

charge trajectory of the best per-

formance plasmas using C-coil feed-

back is included [trajectory (d)].

Cβ achieved in experiments using

the C-coils is near the RWM sta-

ble boundary predicted by MARS-

F. We conclude that feedback with

I-coils produced higher plasma pres-

sure when compared to that us-

ing C-coils even when the plasma

rotation was significantly reduced.

Feedback with the I-coils at near-

zero rotation can sustain the plasma

at ∼40% above the no-wall limit, i.e.

Cβ ∼ 0.4 for ≥100 ms. This range

of Cβ ∼ 0.4 − 0.5 is consistent with

both MARS-F and VALEN predic-

tions for a non-rotating plasma tak-

ing into account the characteristics

of the power supply used in the

present experiments [158].

4.4.3. Simultaneous activation

of dynamic error field correction

and direct feedback. It was demon-

strated that during dynamic error field correction, the most important component of

the error field to eliminate is mainly the resonant component to the stable XK. Whereas

during direct feedback, the important goal is to suppress the self-generated XK of an

unstable plasma. When error field correction is made in a less-optimized manner, the

resonant component of the error field is not completely eliminated. A residual error field

remains. It still couples to the “stable” XK. When the plasma approaches marginal sta-

bility, the coupling increases and appears as a self-generated instability and has to be

suppressed by direct feedback. In this situation, the dynamic error field correction and

direct feedback presumably has to take place simultaneously. This circumstance is espe-

cially true during the increase in Cβ. When the RWM stability condition is marginally

stable, the dynamic error field correction takes place. With increasing Cβ, the direct
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feedback is needed to stabilize the RWM. In figure 44 [159] is shown the comparison of

discharge performance between feedback using I-coil only and feedback with both I-coil

and C-coil in DIII-D. In this case, the I-coil was used to stabilized the RWM excited

by the edge localized modes (ELMs) and the C-coil was used for dynamic error field

correction.

M.S. Chu Figure 44
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FIG. 44. βN collapse during frequent ELMs with I-coil vs I- and C-coil feedback in DIII-D. Left

column: feedback with I-coil only can suppress ELM-induced RWM for a few ELM cycles. (Right

column) simultaneous operation with both the I-coil (fast feedback) and C-coil (slow feedback) reduces

accumulation in amplitude of RWM. (a) plasma rotation at q 2. (b) δBp magnetic sensor signal (c)

I-coil currents (d) C-coil currents (e) Dα signal (au). [(a-e) Reprinted courtesy of IOP, Nucl. Fusion

49, 125003 (2009).] (f) Schematic showing the simultaneous action of both fast and slow feedback

(reference [159]). [(f) Reprinted courtesy of IAEA, Nucl. Fusion 45, 1715 (2005).]

4.4.4. Achieving high plasma β by using feedback in NSTX. Feedback control of n = 1

RFA and unstable RWMs was first demonstrated in low rotation plasma by Sabbagh in

2006 [90], and is now used as a routine tool since 2008 on NSTX. It was found that on

the average, the discharge pulse duration was increased. Also, the discharges were able

to reach higher β. This is shown in figure 45 [92]. The averaged value of βN achieved

during the flattop phase of the discharge was plotted against the averaged value of the

internal inductance li. It is seen that the discharges reach higher averaged βN values

with feedback control on versus those with feedback control off.

Open loop n = 3 error field correction is also used in these plasmas to broaden the

rotation, yielding a stable, steady-state profile.
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FIG. 45. Value of < βN >pulse vs. plasma

internal inductance < li >pulse averaged over the

Ip flat top interval for shots with at least 0.2 s

duration (≥ 60 RWM growth times) in NSTX

(reference [92]). [Reprinted courtesy of IOP, Nucl.

Fusion 50, 025020 (2010).]

4.4.5. Achieving reproducibility in feedback

stabilization of the current driven RWM.

Reproducible stabilization of RWM is

extremely useful to investigate the feedback

performance. This was achieved in the case

of a current-driven RWM excited at q95 ∼ 4

through a strong plasma current ramp. The

resulting helical mode structure is basically

similar to the pressure driven RWM in AT

plasmas.

Figure 46 shows the feedback perfor-

mance, where the mode amplitude at the

plasma edge for the q95 ∼ 4 plasma was

used as a measure of the mode growth rate.

The increase of proportional gain reduced

the mode amplitude from ∼20 to the level

of ∼2 Gauss. The addition of derivative

gain was effective in further suppressing the

mode. During the feedback process, both

the feedback current and the mode ampli-

tude decreased simultaneously. It is differ-

ent from the case of dynamic error field cor-

rection in which the setting of a finite coil current leads to the reduction of the mode

amplitude. Based on the response of the mode to the derivative gain and the relation be-

tween the mode amplitude and coil currents, the feedback on the current-driven RWM

can be identified as functioning as a direct feedback rather than dynamic correction

against a static error field.

Through a detailed analysis of the experimental data, the distinctive roles of

dynamic error field correction (DEFC) and magnetic feedback are identified. It is

also concluded that DEFC cannot be used to replace the role of direct magnetic

feedback [160].
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M.S. Chu Figure 46
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FIG. 46. Shown are the comparison in the development of the RWM for a low β plasma in DIII-D

between discharges without derivative gain feedback (left panels) with the case of with derivative gain

(right panels). The top panel is the time trace of the δB signal (in Gauss), the middle is the feedback

coil current, the bottom is the safety factor at 95% flux q95. The last panel on the bottom is the

comparison of δBp between the two different methods of feedback gains. It is seen that without the

derivative gain, the plasma developed a tearing mode when q dropped below 5 towards 4; while with

feedback, the growth of the mode is inhibited. Instead, the current in the I-coil shows more activity

with derivative feedback, showing the presence of active dynamic error field correction (references [159]).

[Reprinted courtesy of IOP, Nucl. Fusion 49, 125003 (2009).]

4.4.6. Verification of the open loop growth rate Although the full feedback process

is complicated by the various external components mentioned in the introduction sec-

tion 4.1, its maximum performance can be revealed from the its “abnormal termina-

tion” during the close-loop operation. A collection of the “open loop” growth rate

of modes during “abnormal termination” of the closed-loop operation using I-coils for

the stabilization of RWMs are shown in figure 47 These modes grow near the ter-

mination of the discharge and the feedback system exhausts the available current to

control the mode. At that moment, the plasma rotation decreased to near zero due

to the strong magnetic torque of the uncontrolled RWM and the observed growth



General Atomics Report GA-A26361 M.S. Chu, et al. 92
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FIG. 47. Experimentally measured openloop growth rate

of the unstable RWM as a function of Cβ in DIII-D.

Shown in dotted line was the value predicted by VALEN

code (reference [122]). [Reprinted courtesy of AIP, Phys.

Plasmas 11, 2505 (2004).]

rate is expected to correspond to the

theoretical growth rate without ei-

ther rotational or magnetic feedback

stabilization, equivalent to the open

loop growth rate γopenτw. These

observed growth rates are in good

agreement with model predictions.

Shown in figure 47 is the compari-

son of this prediction with compu-

tations using the VALEN code. A

similar comparison was obtained for

the MARS-F code. These results

suggested that the feedback system

with I-coils in DIII-D could sup-

press RWM with growth rates up to

γopenτw ∼ 25.

4.5. Deformation (non-rigidity) of

the plasma during RWM feedback stabilization and error field correction

In general, the plasma deformation is not expected to remain fixed in shape (rigid) during

magnetic feedback stabilization and/or error field correction. This non-rigidity is largely

a measure of the “practical limit” of effectiveness of the coupling of the feedback coil

to the unstable mode vs. the other stable modes. Evidence of RWM non-rigidity was

reported in NSTX by Sabbagh et al.[90]. An ideal feedback coil would couple only to

the unstable mode and does not couple to the stable modes. This can be demonstrated

using the formulation of NMA (Appendix E).

As shown in the formulation of NMA, the state of the plasma-coil system can be

completely described by a set of normal modes with given patterns {δBni} on the plasma

surfaces and the resistive wall and with amplitudes {αi}.
A good example is given by the plasma and coils in DIII-D. This system is especially

interesting due to the fact that it has two sets of external coils (the C-coils and the I-coils)

that were used for feedback and error field corrections. The geometry of these coils are

shown as the blue window frame structures outside of the plasma in figure 48. Without

feedback and with the growth of the RWM, the pattern of normal perturbed magnetic

field δBn on the plasma surface and on the resistive wall are given in (a) and (b) in

figure 48. Note that this is the state of the system when

α1 = 1 ,

αi = 0 i 6= 1 . (28)
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FIG. 48. Example of the open loop eigenfunction are shown in the upper panel. (a) the pattern of the

normal component of the perturbed magnetic field δBn on the plasma surface, on the right is δBn on

the resistive wall. It is seen that the perturbed fields show the helicity of the equilibrium magnetic field.

It has a tighter pitch on the plasma boundary than on the resistive wall (b)due to the fact that higher

harmonic components decays faster away from the plasma boundary. This mode structure does not

change greatly with Cβ . The structure of the RWM at marginal stability with feedback using C-coil for

a plasma with Cβ = .85 are shown in the lower panel. (c) is the pattern of the normal magnetic field on

the plasma surface and (d) is that on the resistive wall. It is interesting to note that the helicity of the

perturbed magnetic field on the resistive wall now has a helicity opposite to that on the plasma surface

or opposite to that of the original plasma equilibrium. The light blue lines are the C- and I-coils in

DIII-D.

Here, the unstable RWM is denoted as mode 1 . On the left is the pattern of δBn on the

plasma surface, on the right is δBn on the resistive wall. It is seen that the perturbed

fields show the helicity of the equilibrium magnetic field. It has a tighter pitch on

the plasma boundary than on the resistive wall due to the fact that higher harmonic

components decay faster away from the plasma boundary. This mode structure does

not change greatly with Cβ. Of course, it also does not depend on whether the C-coils

or I-coils are used for feedback stabilization.
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During feedback, the external feedback current Ic couples not only to the unstable

RWM, but also to all the stable RWMs, i.e. the i’th mode with i > 1. The RWMs are

excited to the amplitude given by the solution of equation (E.4).

αi =
Ec
i Ic

s− γi
. (29)

Here Ec
i denotes the excitation of RWM mode i by the current Ic. It depends on the

interaction energy between the magnetic field produced by Ic with mode i. s is the

frequency variable in the frequency domain, γi is the growth (damping) rate of mode i.

At marginal stability s = 0, the amplitudes of excitation of different modes are therefore

proportional to Ec
i /γi. The growth (damping) rates γi depend on the equilibrium under

consideration and the external resistive wall. They can not be easily modified. Whereas

Ec
i , the coupling of the stable modes to the external coils, can be judiciously chosen to

be minimized. A good feedback coil set should be designed to maximize coupling to the

unstable mode while reducing them for all the stable modes. With optimal design, the

stable modes would not be excited to a large amplitude, and the RWM remain quite

“rigid” during the feedback process.

For the unstable RWM shown in figure 48, the non-rigidity of the RWM during

feedback has been compared between using C-coils vs. using I-coils. It is found that

the mode pattern of the total δBn during feedback does not change substantially for

the I-coils feedback, whereas this is not true for using C-coils feedback. An extreme

example is shown for the δBn during C-coils feedback in the (c) and (d) in figure 48.

It is interesting to note due to the extreme non-rigidity, the helicity of the perturbed

magnetic field on the resistive wall now has a helicity opposite to that on the plasma

surface or opposite to that of the original plasma equilibrium. This is evidence that

C-coils is much less effective than the I-coils for feedback.

Another indication of the non-rigidity of the plasma during feedback comes from

the use of Pade approximation (section 4.3.3). It was found that during feedback,

the plasma response can be approximated by using three or even two (but not one)

poles [148] in the Pade approximation. This is different from the situation in RFA, in

which usually one pole in the Pade approximation is sufficient. A system that can be

described by one pole can be readily stabilized.

4.6. Discussions on feedback stabilization

Substantial progress has been achieved in modeling and experiments on the feedback

stabilization of the RWM. It is now recognized that for the tokamak, the magnetic

feedback configuration could be much simpler than originally envisioned by Bishop.

Simple feedback geometry with feedback coils inside the resistive wall could be very

efficient. Much of the technology developed in general feedback theory can be readily
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applied to the feedback problem for the tokamak. Different feedback logic has been

analyzed and experimentally tested. Many codes have been developed for the analysis

of feedback experiments. Feedback was found to be helpful in achieving high plasma

performance. At the moment, pure feedback stabilization of unstable tokamaks has

been demonstrated for the pressure driven RWM in NSTX reported by Sabbagh [90]

and positively identified for the current driven RWM in DIII-D. Detailed identification

of plasma response at high βT to different feedback components durring various feedback

shemes remain unlcear. Part of the difficulty is the existence of other modes in the high

β tokamak. Due to the low rotation threshold for the RWM found in section 2, it is

possible that the rotation could be maintained through the neoclassical toroidal viscosity

induced by a non-resonant error field. In this case, direct feedback stabilization of the

RWM is not needed. However, the RWM can be destabilized through its coupling to

other MHD instabilities (section 5.2). Feedback stabilization is still needed for other

instabilities and is also needed to prevent the destabilization of the RWM by these

instabilities. What has been learned up to now can readily be applied to the feedback

stabilization of other instabilities that couple strongly to a nearby resistive wall. Some

of these candidates could be the neoclassical tearing mode or other very low n modes

with a substantial edge component in ITER.
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5. RWM in ITER, Future Tokamaks, Stellerators and RFPs

5.1. ITER

An important goal of ITER [1] is to demonstrate steady-state-compatible operation at

moderate fusion gain with QDT = 5− 10. Operation in “steady-state” regimes in ITER

entails operation at high normalized pressure (βN ∼ 3). It was predicted that βN is

less than the no-wall limit for steady state with QDT = 5, but for QDT = 10, it is

possible that the RWM could be destabilized. A typical representative ITER steady-

state scenario was given by Polevoi [161] as Scenario 4. In this scenario, the plasma

current is 9 MA, with major radius R = 6.35 m, minor radius a = 1.85 m, elongation at

the separatrix E = 1.97, triangularity δ = 0.58, with normalized plasma β or βN = 2.57

and internal self-inductance li = 0.63. The rotation profile was computed using the

ASTRA transport code [161].

Since the base design of ITER was not in the advanced tokamak regime, the RWM

control issue is regarded as an issue of secondary importance to the control of the ELMs.

However, as explained in the previous section, dynamic error field correction is still an

unavoidable issue. A model of the 3D representation of the preliminary design resistive

wall structure for ITER is shown in figure 49(a) [162]. The pattern of the eddy current

produced by the RWM on the 3D resistive vessel is shown in figure 49(b) [162].

M.S. Chu  Figure 49
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FIG. 49. (a) 3D representation of the preliminary design resistive wall structure for ITER. (b) Contour

plot of the current potential (Φ) on the ITER wall produced by RWMs. The eddy current ~j is given by

~j = ~n× ~∇Φ, and ~n is the exterior normal. The vertical and horizontal axes of the flat projections of the

walls indicate the poloidal and toroidal directions, respectively (reference [162]). [Reprinted courtesy

of AIP, Phys. Plasmas 15, 056110 (2008).]
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M.S. Chu Figure 50
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FIG. 50. Proposed design of in-vessel coils for ver-

tical stabilization and ELM control in ITER. The

ELM control windings can also be used for resis-

tive wall stabilization (reference [139]). [Reprinted

courtesy of IAEA, Proceedings of 22nd IAEA

Fusion Energy Conference, Geneva, Switzerland

(IAEA, Vienna, 2008) Paper IT/1-2, http://www-

pub.iaea.org/MTCD/Meetings/fec2008pp.asp.]

The in-vessel coils [139] for

ELM control (figure 50) are pro-

posed to be used for RWM and error

field control.

Comparison of the performance

of the coil configurations using the

VALEN-3D [146] code with a single-

mode shows superior performance

when all three toroidal rows of

coils are used (stabilized at βN =

3.74) compared with midplane coils

(stabilized βN = 3.39). The use

of just the top and bottom row of

coils enables stabilization at βN =

3.63. The required current for

RWM control appears to be modest

compared with the ELM control

requirements.

Using the rotation profile pre-

dicted by Polevoi for ITER in ad-

vanced tokamak operation, the ro-

tational stabilization of the RWM

was studied. The results are shown

in figure 51. Shown is the real

part of the RWM eigenvalue for the

ITER advanced tokamak plasmas as

a function of Cβ and plasma rotation frequency ω0, predicted by the self-consistent ki-

netic calculations. Only precessional resonance damping is included. The black dots

indicate stable RWMs with practically vanishing growth rates.
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5.2. Future RWM issues for existing tokamaks — coupling of RWM to other

instabilities

M.S. Chu Figure 51
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FIG. 51. Rotational stabilization of the

RWM in ITER operated in the advanced toka-

mak regime computed by using the MARS-F

code (reference [163]). [Reprinted courtesy of

IAEA, Proceedings of 22nd IAEA Fusion En-

ergy Conference, Geneva, Switzerland (IAEA,

Vienna, 2008) Paper TH/P9-26, http://www-

pub.iaea.org/MTCD/Meetings/fec2008pp.asp.]

Although the critical plasma rotation in low

rotation tokamaks was found to be signifi-

cantly lower [100, 101, 102, 164] than theo-

retically predicted by Bondeson [31], stable

steady-state operation in this low rotation

regime is not unconditionally guaranteed.

That is, despite the simultaneous opera-

tion of slow dynamic error field correction

and fast feedback suppression, the ELM-

triggered RWM [159] at high normalized β

has been observed. Thus, issues remain on

how to stabilize the tokamak in this low

rotation regime. Various MHD events oc-

cur in high βN discharges, producing a wide

spectra of toroidal and poloidal magnetic

field patterns. These modes such as ELMs

and fishbone-like bursting mode [159, 165]

(the fishbone is an internal kink instability

of the plasma destabilized by energetic par-

ticles), begin to couple to the RWM branch near the no-wall stability limit. When the

RWM stability condition becomes marginal at high β and low rotation, these modes can

couple directly or indirectly with the RWM pattern, leading to a rapid, forced excitation

of RWM on the time scale of the driving MHD event (MHD-driven RWM). A similar

possible interaction of the ideal mode with the tearing mode was noted previously. Bren-

nan proposed that exceeding the stability of an ideal mode leads to the excitation of

the tearing mode [166]. Quite often, the MHD-driven RWM amplitude can be relatively

large, however, the mode itself can remain in a marginally-stable regime. On the other

hand, this MHD-driven RWM decays very slowly over tens of milliseconds, potentially

leading to a βN collapse. Feedback is useful to quench the mode amplitude before any

serious impact takes place.

On JT60-U, the dynamics and stability of the RWM in high β plasmas was stud-

ied in detail [165, 167]. To suppress an n = 1 RWM that limits the achievable βN in

the regime βN ≥ βno−wallN , the plasma rotation is kept larger than the critical rotation.

βN ∼ 3.0 has been sustained for ∼1 s; βN ∼ 2.8 for ∼5 s. In the high βN regime, the

MHD instabilities related to the RWM, i.e. an n = 1 bursting mode and a slowly growing



General Atomics Report GA-A26361 M.S. Chu, et al. 100

mode, have been observed. These modes sometimes induced plasma rotation damping

and triggered the RWM. It was conjectured that the bursting mode could be related to

the presence of energetic particles. In detailed analysis, it was found that the slowly

growing mode can reduce the rotational shear around the q = 2 surface and finally

trigger the RWM. These results show the rotational shear at the rational surface is also

important in determining the plasma stability as well as the plasma rotation speed.

Moreover, plasma rotation braking owing to the RWM was observed. It was found that

the RWM distortion can clearly induce the plasma rotation braking inside the q = 2

surface. The details of these developments are shown in figure 52. Waveforms of the

discharge with a slowly growing mode are shown in: (a) temporal evolution of βN and

dβN/dt, (b) n = 1 magnetic perturbations detected by saddle loops and (c) Dα emission,

(d) q, and (e) toroidal rotation profiles with the precursor frequency (reference [165]).

A similar detailed sequence of events were also obtained on the DIII-D tokamak [80].

The effect of energetic particles has also been shown by MARS-K to be stabilizing for

the RWM. However, new instabilities could also be excited [168].

M.S. Chu Figure 52
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FIG. 52. Waveforms of discharge with a slowly growing mode in JT-60U: (a) temporal evolution of

βN and dβN/dt, (b) n = 1 magnetic perturbation measured by saddle loops and (c) Dα emission (d) q

and (e) toroidal rotation profiles with the precursor frequency (reference [165]). [Reprinted courtesy

of IAEA, Proceedings of 22nd IAEA Fusion Energy Conference, Geneva, Switzerland (IAEA, Vienna,

2008) Paper EX/5-2, http://www-pub.iaea.org/MTCD/Meetings/fec2008pp.asp.]
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On NSTX, the dynamics and stability of the RWM in high βN plasmas (some cases

with βN > 7 was studied by Sabbagh et al. [77, 88, 90]. Similar interaction with other

MHD modes was apparent, including the transformation of the RWM into a saturated

internal kink during active feedback control, with the eventual observation of an NTM

at the q = 2 surface, and the damping of both modes [77]. RWM non-rigidity was

reported at high βN during n = 1 feedback [90]. Fishbone-like modes appear at βN over

the no-wall ideal β limit, but do not always coincide with RWM destabilization. Recent

research pointed out that the energetic particles provide key components to determine

the rotation frequency of the RWM in NSTX [169].

Therefore, the coupling with other instabilities, including ELMs, the q = 2 fishbone,

the collapse of the rotational shear and rotation profiles in the low rotation regime, and

effect of energetic particles are the main research topics for the tokamaks in the near

future.

5.3. KSTAR and coil geometry designed to satisfy multiple feedback functions

The Korea Superconducting Tokamak Advanced Research (KSTAR) with R/a =

1.8 m/0.5 m [170, 171], is designed to develop a steady-state-capable advanced

superconducting tokamak. As shown in section 3.1 all future reactor-oriented devices

have to implement dynamic error field correction to ensure stable operation. One of

the design issues is, therefore, the coil geometry which produces the non-axisymmetric

field for dynamic error field correction. Similarly, we have to design and construct the

additional coils for RWM control. The coils for these two functions have to satisfy

various practical engineering constraints. This could be an issue especially when the

available space for coil installation is limited. The requirements for RWM suppression

are also different whether the device was aimed at a proto-reactor-type of operation

with moderate βN or for pursuing fundamental advanced tokamak physics research with

higher βN .

One of the choices is the approach of multi-purpose segmented non-axisymmetric

coils, which should, in principle, be the most practical and economical. These segmented

coils carry out simultaneously several functions. As long as the n = 0 and n = 1 modes

remain rigid and mutually decoupled, a compact design can be made. KSTAR serves

as an important example of this design philosophy. This is in contrast to the approach

of using separate coils for dynamic error field correction and direct feedback proposed

in FIRE [172] and JT60-SA.

In KSTAR, the non-axisymmetric coils are arranged with an extreme goal of

“multiple-purpose” design. The single coil system carries out the functions of vertical

n = 0 positional control, plasma radial control, n = 1 RWM and error field correction.

In addition, passive stabilizing plates are located above and below the midplane.
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Top FEC Middle FEC

FIG. 53. The multiple feedback function design of

the FEC feedback coils in KSTAR. The top and

middle coils are also shown (references [170, 171]).

The four quadrant segmented coils are

shown in figure 53. Advantages of multi-

purpose coils are: (a) reducing total coil

Ampere-turns, (b) simplification of coil in-

stallation and maintenance, and (c) capa-

bility of helical magnetic perturbation. Po-

tential disadvantages are: (a) complex con-

trol system, (b) burden to the power supply

for handling the frequency range from lower

frequency of change in equilibrium to the

higher frequency needed for unstable RWM

feedback control. According to a cylindrical

model [173], although the coils are located

only in quadrants, the wide poloidal cover-

age allows the possibility of both n = 1 and

n = 2 RWM control at high βT .

The computed stable operating space of KSTAR, including the performance of

RWM stabilization by the in-vessel control coils(IVCC) and passive stabilizing plates is

examined by Katsuro-Hopkins [174]. It is shown that the n = 1 no-wall limit can be

exceeded by a factor of 2 with passive RWM stabilization, and VALEN code calculations

show that the midplane IVCC coil can stabilize the plasma at β close to the ideal with-

wall stability limit.

5.4. JT60-SA and high µ conducting wall

The design of JT60-SA (upgrade of JT-60U) is an example of reactor-study in which

the design is carried out for stabilization of the RWM with both rotational stabilization

and feedback stabilization. The feedback of the RWM with relatively fast (γopenτw ≥ 1)

growth rates is pursued with internal coils within the environment of low radio-activation

ferritic material (with high µ), a most promising candidate for wall material for a DEMO

reactor. The specific contribution of this study is the impact of high µ metal on the

stability of the RWM.

The critical βT is found to decrease ∼10% by the application of the ferromagnetic

effect with µ/µ0 ∼ 2. (µ and µ0 are the permeabilities of the ferromagnetic wall and

vacuum, respectively.) The stability window [31] exists for the standard aspect ratio

tokamak even with high permeability, but does disappear for high aspect ratio tokamaks.
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In particular, the stability of the RWM is studied for a wall with a thickness of

0.05a and µ/µ0 = 2, and assuming that the ferritic material is sufficiently saturated.

First, even without considering the effect of the resistivity of the external wall, the

effect of the ferromagnetic wall is to reduce the critical βT to around ∼90% from the

standard non-ferritic metallic wall. This is due to the concentration of the perturbation

flux in the wall through the ferromagnetic effect. Second, the increase in permeability

of the resistive wall decouples the ideal XK from the flux diffusion of the resistive wall.

As shown in section 2.3.2, rotational stabilization results from the coupling of these

two branches by the effects of toroidal plasma rotation and ion sound wave damping

through the toroidal effect. It is therefore reasonable to observe that the maximum

rotation frequency needed to stabilize the RWM tends to increase due to the increase

in size of the unstable region with increasing relative permeability of the wall. It is also

found that the rotation frequency of the unstable RWM becomes an increasing function

of the wall radius, which has a different tendency from the case without additional

permeability [175, 176].
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FIG. 54. Growth rate and mode frequency

for the designed JT60-SA as a function of the

normalized wall radius for three relative per-

meabilities where the toroidal rotation veloc-

ity is 0.5 times poloidal Alfvén velocity (ref-

erences [177, 178]). [Reprinted courtesy of

IAEA, Proceedings of 22nd IAEA Fusion En-

ergy Conference, Geneva, Switzerland (IAEA,

Vienna, 2008) Paper FT/P7-7, http://www-

pub.iaea.org/MTCD/Meetings/fec2008pp.asp.]

The effect of relative permeability on

the stability window that was opened by

the effects of toroidal plasma rotation and

sound wave damping term is shown in

figure 54. The growth rates for plasma

rotation with V = 0.5VpA (VpA being the

poloidal Alfvén velocity) are shown with

closed symbols. The dotted region in the

figure denotes the unstable region of ideal

kink mode. The stability window is opened

for V ≥ 0.5VpA. Note that the curve of the

growth rates crosses zero in the ideal kink

unstable region for V = 0.4VpA. Increments

of mode rotation frequency shown by open

symbols in the figure and reduction of

the width of stability window tend to

become larger for higher values of relative

permeability as seen in the case of µ =

5µ0. It was found that the maximum

rotation frequency in the RWM unstable

region tends to increase as the unstable region is enlarged with increasing relative

permeability. It was suggested from the analysis that more careful phase control would

be required for active feedback control of the RWM with a ferromagnetic wall.
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The VALEN code [146] was used to study the effect of passive stabilizer plates

together with internal feedback coils using the coil geometry in JT60-SA. The VALEN

code showed that with the stabilizing plate and the vacuum vessel geometry with finite

resistivity, the passive plate provided most of the stabilization and the effect of the

resistivity in the vacuum vessel wall was relatively minor. The active feedback control

of coils on the back of the stabilizing plate increased the maximum normalized βT value

to 3.8 from 2.8.

The effect of inserting ferromagnetic material on the resistive wall for the purpose

of compensating the inherent error fields has also been tested experimentally with

success [179]. In this case, higher βN was achieved experimentally, presumably due to

the reduction of the error field and was not due to the effect of ferromagnetic material

on the RWM.

5.5. Stellerator.

In magnetic fusion research, helical systems (stellerators) have made steady progress in

the past two decades. The plasma parameters obtained in helical devices have become

comparable to those of tokamaks. Results from the large helical device — LHD [180]

showed prospective plasma qualities close to those of large tokamaks. Configuration

design studies of helical systems have also been proposed as a possible improvement

to the tokamak — owing to the great freedom in the geometry of 3D helical system

structures. In such new configurations, the primary objective is to improve neoclassical

transport by reducing orbit losses of helical ripple trapped particles and to explore more

compact high βT configurations. The concept of the quasi-axisymmetric stellerator,

which has a magnetic field structure with tokamak-like symmetry [181, 182] is one of

these new proposals.

A low aspect ratio stellerator CHS-qa has been designed on the basis of such a

quasi-axisymmetric concept [183, 184, 185]. The flux surfaces and rotational transform

and pressure profiles are shown in figure 55(a) and 55(b). As well as good neoclassical

transport characteristics, MHD stability for high βT equilibrium is very important in

making the new concept promising for fusion reactors.

Due to the fact that substantial currents are present in these quasi-symmetric

stellerators such as CHS-qa, they are still unstable to the XK mode. The stability

of the RWM has been studied by Merkel et al. [152]. The growth rate as a function

of wall resistivity is shown in figure 55(c). They found that the XK can be stabilized

by a perfectly conducting (σ = ∞) closed wall at b/a = 1.3. For a wall with σ 6= ∞,

one gets a RWM. The structure of the most unstable mode changes with decreasing
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FIG. 55. Flux surfaces (a), rotational transform (b), pressure (b) of a quasi-axisymmetric equilibrium

with 〈β〉 = 0.013, B0 = 0.9 T, current I = 280 kA. (c) Growth rates of a RWM for the quasi-

axisymmetric equilibrium in CHS-qa(reference [152]). [Reprinted courtesy of Proceedings of 31st EPS

Conference on Controlled Fusion and Plasma Physics, London, United Kingdom, ECA Vol. 28G (EPS,

Petit-Lancy, 2001) Paper P1.208, http://epsppd.epfl.ch/London/html/mindex.htm.]

resistivity. For high resistivity, the (m,n) = (2, 1) harmonic with even parity dominates;

for low resistivity the (m,n) = (5, 3) harmonic with odd parity dominates. Except the

STARWALL [152], most the 3D MHD stability codes do not have a resistive wall. In

2005, Chu and Ichiguchi [186] proposed a method of computing the growth rates of the

RWMs in 3D configurations by utilizing results from ideal stability codes to estimate

the dissipation in the resistive wall. These studies are still in their infancy but it is

possible that RWM control will be required to achieve high βT in stellerators, assuming

transport losses are not too high.

5.6. RFP.

The RFP is a confinement system formed by the self-organization of a large toroidal

current. It relies on an external conducting wall to maintain plasma stability with

respect to the external and (internal) kink modes. Therefore, the subject of stabilization

of the RWM is of particular importance for RFP. An early important paper on this

subject was given by Gimblett [15].
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FIG. 56. Schematic drawing of the active coil

layout on the torus of EXTRAP-T2R showing

the 16 toroidal positions with four saddle coils,

each coil spanning θ = 90 deg poloidally and

φ = 11.25 deg toroidally (reference [189]). This

should be compared with that shown in figure 7(b)

conceptualized by Bishop. [Reprinted courtesy of

APS, Phys. Rev. Lett. 93, 225001 (2004).]

The main RWMs in the RFP are in-

trinsic, non-resonant, current-driven kink

modes that are largely unaffected by sub-

Alfvénic plasma rotation [187]. RWMs

have been observed in the previous

decades [16, 188]. More recently, RWMs are

studied in EXTRAP-T2R [189, 190, 191,

192] and in RFX-mod [151, 193, 194, 195].

More description on the details of results

from the EXTRAP-T2R are also given in

the works of reference [196] on the effect of

magnetic sideband on control, [197] on the

open loop and RFA experiments and mod-

eling, and [198] on advance control. The

feedback coil system used in these experi-

ments is shown in figure 56. Note the simi-

larity of the actual configuration of the coils

in comparison to the smart shell proposed by Bishop [32] and shown in figure 7(b).

In EXTRAP-T2R, active feedback stabilization of multiple independent RWMs is

experimentally demonstrated in a reversed field pinch plasma. The operating ansatz for

feedback, incorporating a thin wall, used to stabilize RWM growth is the same for the

tokamak and RFP. However, since the RFP differs from the tokamak in that the poloidal

and toroidal magnetic fields are of the same order of magnitude, the RFP has a different

RWM spectrum and, in general, a range of modes are always unstable. Therefore, the

requirement of simultaneous feedback stabilization of multiple independent RWMs arise

for the RFP configuration.

Simultaneous feedback stabilization of multiple modes was studied and

demonstrated in EXTRAP-T2R and shown in the left of figure 57. It reduced the

coupling of unstable modes through the “sideband” harmonics generated by the feedback

coils. The reduction of RWM amplitudes lead to a delay in the braking of the plasma

rotation. This is measured by the tearing mode rotation, resulting in a significant

prolongation of the discharge pulse. A reproducible simultaneous suppression of several

nonresonant RWMs is achieved. Coupling of the different modes due to the limited

number of the feedback coils is observed, in agreement with theory [196].

The feedback scheme of wise-shell in which a selected number of modes are feedback

on, instead of the intelligent shell [32] has been employed. It is found that the wise-shell

scheme is superior. The error field amplification has been observed which enhanced

magnetic diffusion. The enhancement has been found to agree with the theory of

Pustovitov [199] and is shown on the right of figure 57.



General Atomics Report GA-A26361 M.S. Chu, et al. 107

M.S. Chu Figure 57

0

50

100

I p 
(k

A)

(a)

0.0

0.1

0.2
B r

 (m
T)

(b) n=-14

0 5 10 15 20 25
Time (ms)

0

200

400

Ω
 (k

ra
d/

s) (c)

–20 0 20
0

1

2

3

4

5

6

7

n

τ w
  [

m
s ]

theory
exp

(d)

FIG. 57. Flux surfaces (a), rotational transform (b), pressure (b) of a quasi-axisymmetric equilibrium

with 〈β〉 = 0.013, B0 = 0.9 T, current I = 280 kA. (c) Growth rates of a RWM for the quasi-

axisymmetric equilibrium in CHS-qa(reference [152]). [Reprinted courtesy of Proceedings of 31st EPS

Conference on Controlled Fusion and Plasma Physics, London, United Kingdom, ECA Vol. 28G (EPS,

Petit-Lancy, 2001) Paper P1.208, http://epsppd.epfl.ch/London/html/mindex.htm.]

The largest RFP device, RFX-mod (R = 2 m, minor radius a = 0.46 m, maximum

current 1.78 MA) is equipped with a special feedback system. It has 48 (toroidal

direction) x 4 (poloidal direction) = 196 coils and the same number of sensors, with

every coil being independently controlled. The coil and sensor system covers completely

the external plasma boundary. The coil system can generate magnetic field harmonics

with poloidal mode numbers m range from -2 to 2, and toroidal mode number ranges

from 0 to 24. This system can stabilize all harmonics of the RWM at the same time,

or can selectively stabilize some of the harmonics while leaving the others growing in

specific time intervals [193, 194].

In RFX-mod, it is possible to make the perturbed Br equal to zero at the plasma

boundary for multiple harmonics. This control system can therefore not only stabilize

the RWM but also the tearing mode (dynamo mode) and simulate an ideal wall near

the plasma boundary. This is an additional but important purpose of the feedback

system [151]. Therefore it largely reduces the plasma-wall interaction and results in a

significant prolongation of the discharge. The direct coupling between the tearing mode

and the RWM has not yet been observed.
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FIG. 58. Effect of a complex proportional gain

on RFX-mod: (a) mode amplitudes (b) mode

phases. Black full traces represent a reference

shot where (1,-6) RWM is free to grow up to

0.13 s and then is fully controlled. Squares and

diamonds traces show the effect of the application

of complex proportional gains: the rotation of a

selected RWM can be induced in both opposite

directions (feedback in action from 0.1 s) [195].

[Reprinted courtesy of APS, Phys. Rev. Lett. 101,

195005 (2008).]

It has been demonstrated that a

complex proportional gain can be used to

rotate a selected RWM in a given direction.

Reversing the phase of feedback rotates the

RWM in the opposite direction. This is

shown in figure 58 [195].

Through the development of a new

control algorithm, named clean mode con-

trol (CMC), the control of the effects of the

m = 1 resistive-kink and tearing modes

(TMs) on the reversed field pinch RFX-

mod has significantly improved, compared

to the previous virtual shell (VS) opera-

tions. The CMC algorithm is based on

the real-time removal of a systematic er-

ror affecting magnetic measurements due

to the aliasing of the sideband harmon-

ics produced by the active coils. CMC

brings several advantages over VS: the

non-axisymmetric deformation of the last

closed magnetic surface decreases; wall

unlocking of TMs is systematically ob-

tained; TM phase locking is weakened, the

plasma wall interaction pattern moves dur-

ing each discharge and it is more uniformly

toroidally distributed, assuming a helical

pattern [151]. It is noted that due to this

new control algorithm, control of not only the RWM, but also the tearing (dynamo)

modes becomes feasible [200].
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6. Summary and Discussion

In this work, we presented a brief review on the development and progress in the

stabilization of the XK and RWM. In the last two and half decade, especially towards

the latter part of this period, there has been tremendous progress in this area, not only

in experiment and theory but also in modeling and technology.

For tokamaks, the stabilizing effect of the external resistive wall can be made

effective not only transiently, as in the 1980s, but also at quasi-steady state. This

situation was brought about by slowing down the rotation of the plasma, lengthening

the time scale of the instability, that allowed us to utilize the precessing motion of the

trapped particles. During the course of this understanding, many theories have been

developed and compared with experimental findings. Maintaining plasma rotational

torque balance has been found to be particularly important in allowing the plasma to

evolve stably toward the marginal stability of the RWM. The rotational equilibrium

could be spoiled by minute error fields which induce resonant response from the plasma

which slows the plasma down. Portions of the general behavior of plasma during this

evolution path can be described by simple analytic models when these models are

constructed judiciously. But it is not clear that a completely analytic approach can

model all aspects of this development.

A number of computer codes have been built to allow us to very closely model

the behavior of the plasma during the development of the RWM. These codes include

the detailed dynamics of the particles and their interaction with the electromagnetic

perturbations. Thus, the theoretical description of the interaction between the plasma

and the perturbing electromagnetic field has gone beyond the fluid theory. In particular,

the plasma flow and dissipation described by the usual fluid theory is not expected to

be sufficient. MHD plus kinetic or full kinetic description of the plasma is desirable.

These codes are also expected to model the detailed three-dimensional structure of the

external conducting or feedback structures. Further development of these codes will

give us even more comprehensive capabilities for the modeling of the RWMs for future

devices.

However, the stabilization effect that has been demonstrated experimentally has

not been found to be robust. This is mainly because near the beta limit, the tokamak

can also develop other instabilities. These instabilities can excite the RWM. To turn

the stabilization effects found up to now into robust, reproducible tools for the everyday

operation of the tokamak should be the next area of research on the RWM for the

tokamak.
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The RWM is a very important research topic for the RFP. Recent advances in

RFP experiments showed that it is an ideal test bed for developing and implementing

advanced control strategies for the RWM. In fact, given the negligible effect of plasma

rotation on the stability of the RWM, the action of a set of active control coils activated

by a digital controller is the only viable approach to suppress growth of the RWM.

Modern RFP experiments are provided with extensive sensor arrays allowing detailed

description of the magnetic boundary condition for the control of RWM. This proved to

be very useful for benchmarking complex numerical codes against experimental data for

3-D effects on stability of the RWM [201]. This would be useful for both the tokamak and

RFP configurations. Much of the results indicate that fluid theory still holds valid for

RFP plasmas. Fluid theory uses phenomenological transport (dissipation) coefficients.

These coefficients need to be derived from first principle theories for the RFP plasmas to

make the results scalable with respect to various global parameters. With the advent of

a new device and new feedback hardware, much progress is expected in the near future.

We thus come to an interesting situation where reliable fluid theoretical models

allow us detailed study of the feedback stabilization of the RFP where complicated

feedback schemes have been tried and proven successful. Whereas in tokamaks, advanced

plasma conditions allow us probe the kinetic behavior of plasma at very low frequency.

It is expected that in the final plasma condition approaching to the fusion reactor, both

advanced plasma conditions and advanced feedback are needed. It should be our goal

to integrate these results and apply them to future fusion devices, such as KSTAR,

JT60-SA, ITER,..., etc.
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Appendix A. The Leff Lumped Parameter Model

In the lumped parameter model, the plasma, resistive wall, feedback coils and the coils

producing the external error field are represented as a system of currents interacting

through their mutual inductances. In particular, the circuit representing the perturbed

plasma current is approximated as a current Ip, with a lumped effective self-inductance

Leff . Because the time-scale of the perturbation is much slower than the dynamic

time scale of the plasma, the plasma is assumed to always be in equilibrium. This is

represented as a zero net voltage driving the plasma circuit.

LeffIp +MpwIw +MpcIc +MpEIE = 0 . (A.1)

In equation (A.1), the Ii’s with i = (p, w, c, E) are the currents in the plasma, wall,

feedback coil, error field circuits. The Mij’s are the mutual inductances between the i

and j circuits. The time scale is set by the resistive wall, therefore the current on the

resistive wall satisfies

∂

∂t
(MwpIp + LwIw +MwcIc +MwEIE) +RwIw = 0 . (A.2)

We may first examine the situation without the presence of any external current, i.e.

Iw = Ic = 0. With τw = Lw/Rw, equations (A.1) and (A.2) then gives

γopenτw = − 1

1− M2
pw

LwLeff

, (A.3)

or equivalently

Leff =
M2

pw

Lw

(
γopenτw

1 + γopenτw

)
. (A.4)

Equations (A.1) and (A.2) coupled with the feedback equations can be used to study

both the phenomena of dynamic error field correction and feedback of the RWM. The

feedback equations used here are

MscIc = Gδψsp = GMspIp . (A.5)

In equation (A.5), the subscript s stands for the sensor. We also assumed that only

the perturbed flux from the plasma is picked up by the sensor, i.e., the perturbed flux

by the currents directly from the resistive wall, the feedback coil and the external error

field producing coils have been properly compensated for. This is the feedback scheme

with mode control in RWM. Dynamic error field compensation is the slow time limit

of the feedback, i.e., the zero frequency limit of equations (A.1) and (A.2), because the

external error field producing circuit operates on a time scale slower even than the time

scale of the RWM. In this limit, from equation (A.2)

∂

∂t
= Iw = 0 . (A.6)
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The current on the resistive wall is not excited. Then it is easy to solve for Ic and

Ip in terms of IE, with the result

Ic = − Ĝ

Leff + ĜMpc

MpEIE , (A.7)

Ip = − 1

Leff + ĜMpc

MpEIE , (A.8)

where

Ĝ = G
Msp

Msc

. (A.9)

The meaning of equations (A.7) and (A.8) can be easily obtained by examining the limit

when Ĝ is large. In this limit, from equation (A.8), we observe that the plasma current

Ip = 0 and from equation (A.7), the sum of the perturbed fluxes by the error field and

the feedback coil current at the plasma tends to zero; i.e. the feedback coils are utilized

to null out the effect of the error field on the plasma. Note that in general, this is valid

only for the error field component that is in resonance with RWM and not the total

effect of the external error field. In the single mode approximation for the RWM, this

is the “most important” component of the error field.

To investigate feedback stabilization of the RWM, we note that due to the difference

in time scale between error field compensation and RWM feedback, we may set IE = 0.

First we consider the open loop growth rate γopen = ∂/∂t and let Ic = 0. Ip in

equations (A.1) and (A.2) can be easily eliminated in favor of Iw to produce the equation

γopen
1

Rw

(
Lw −

MpwMwp

Leff

)
Iw + Iw = 0 , (A.10)

and reproduces equation (A.4). At steady state, (Iw = 0), we may solve for Ip in terms

of Ic and obtain

Ip = −Ic(Mpc/Leff ) , (A.11)

or equivalently,

Ip = −Ic(MpcLw/M
2
pw)(1 + γopenτw)/γopenτw) . (A.12)

The amplification can be defined as the ratio between the flux [from the plasma to

wall(obs)] to flux [from coil to the wall(obs)]

(MpwIp)/(McwIc) = −(MpcLw/McwMpw) [(1 + γopenτw)/γopenτw] . (A.13)

Here, at steady state it does not make a difference whether the RWM amplitude is

defined with mode only or with total field. Comments on the coefficient will be made

after the full derivation.
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We may normalize the open loop growth rate γopen in equation (A.10) by the L/R

time of the resistive wall and denote

sopen = γopen
Lw
Rw

, (A.14)

to obtain

sopen =
LwLeff

MpwM̂wp

. (A.15)

In equation (A.15), the effective mutual inductance from the plasma current to the flux

on the wall is

M̂wp = Mwp −
LwLeff
Mpw

. (A.16)

Now, we may examine the meaning of Leff . First consider the case of Ip = 0. From

equation (A.1), this is also equivalent to taking Leff = −∞, then

sopen = −1 . (A.17)

This equation says that the current on the resistive wall decay on the L/R time of the

resistive wall. Next if Leff = Lnweff = 0, then

sopen = 0 . (A.18)

This corresponds to the marginal stability of the RWM, and the plasma is marginally

stable to the XK with the wall at ∞. Third, if Leff = LIweff = [(MpwMwp)/Lw], then we

obtain from equation (A.16), that M̂wp = 0; and from equation (A.15) that

sopen =∞ . (A.19)

This corresponds to the ideal wall stability limit of the plasma. Therefore, Leff increases

from from the value of −∞ at vacuum up with the presence of plasma and increases

with plasma βT to the no-wall stability limit value of Lnweff = 0 and further increases to

the value of LIweff when the plasma βT reaches the ideal-wall limit. The range of interest

of the RWM is 0 < Leff < LIweff . The range of Leff > LIweff belongs to the ideally

unstable plasma.

We define ideal feedback for the RWM as when we take the sensor location in

equation (A.5) as when the sensor senses the perturbed flux due only to the plasma

current Ip. In this case the current in the feedback coil is directly proportional to the

plasma current

Ic = ĜIp . (A.20)

In equation (A.20) the effective gain factor Ĝ is given by

Ĝ = G
Msp

Msc

. (A.21)
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This relation allows us to eliminate Ip and Ic in favor of Iw in equations (A.1) and (A.2)

to solve for the closed loop growth rate

scl =
Lw(Leff + ĜMpc)

(M̂pw + ĜM̂wc)Mpw

. (A.22)

In equation (A.22), the effective mutual inductance between the wall and the feedback

coil is given by

M̂wc = Mwc −
LwMpc

Mpw

. (A.23)
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Appendix B. The Fitzpatrick-Aydemir Model

This model was first published in the work of reference [34] and subsequently extended in

the work of reference [52]. The model is based on large aspect ratio, cylindrical plasma

geometry. It therefore enjoys the advantage of simplicity in geometry. It was employed

not only to study the stability of the RWM, but also the time development of the RWM

including the torque balance. In this model, an ideal plasma with constant rotation

is first bordered by a thin viscous layer and then connected with the external vacuum

region. The plasma dynamics is completely captured by the boundary condition relating

the logarithmic derivative of the perturbed flux to the growth rate of the instability. This

model is summarized here in the notation of the work of reference [52]. The plasma is

assumed to have a minor radius a. The stability of the XK mode with an ideal wall

located at rw is governed by the quantity c

c =
m/n− q(a)

s(a)q(a)
, (B.1)

with (m,n) being the (poloidal, toroidal) mode number of the instability, q(r) the safety

factor and s(r) = (r/q)(dq/dr) is the magnetic shear. The response of the plasma is

described by the quantity ∆Ψa = [rdψ/dr]a+a− and the growth rate of the mode is given

by the relationship

d∆Ψa ' [(γ̂ − iΩ̂φ)2 + ν∗(γ̂ − iΩ̂φ)]Ψa , (B.2)

where d is the quantity

d =
1

m

(rw/a)2m − 1

(rw/a)2m + 1
, (B.3)

and Ψa = ψ(a) is the flux value at the plasma edge, γ̂ = γ/(nΩ0) is the normalized

growth rate, and Ω̂φ = Ωφ/Ω0 is the normalized rotation frequency. Here, Ωφ is the

plasma toroidal angular velocity within the inertial layer. The normalization frequency

Ω0 is given by

Ω0τA =

√
3c

d

(
cs(a)

1− c/dc

)
, (B.4)

and the equivalent viscosity is given by

ν∗ =
12

5c2τV nΩ0

, (B.5)

where the Alfvén time is given by τA = (R0/Bφ)
√
µ0ρ(a), and the momentum

confinement time is given by τV = a2ρ(a)/µ(a), ρ(r) is the plasma mass density, and

µ(r) the perpendicular viscosity. In equation (B.2), the first term inside the square

brackets corresponds to plasma inertia, whereas the second term corresponds to viscous

dissipation. The parameter ν∗ represents the strength of this dissipation.
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The L/R time of the resistive wall is defined τw = µ0rwδw/ηw, where δw and ηw
are the wall thickness and resistivity, respectively. The response of the wall is fully

described by the quantity ∆Ψw = [rdψ/dr]rw+rw−. In the “thin shell” limit, in which

δw/rw << |γ|τw << rw/δw, this quantity takes the form

d∆Ψw = γ̂S∗Ψw , (B.6)

where Ψw = ψ(rw), and

S∗ = dτwnΩ0 . (B.7)

The large parameter S∗ measures the conductivity of the wall.

The quantities ∆Ψa given in equation (B.2) from the inertial layer and ∆Ψw given in

equation (B.6) must be asymptotically matched to the outer solution, which is governed

by marginally-stable ideal-MHD. This matching procedure yields

d∆Ψa = −(1− κ)(1−md)Ψa +
√

1− (md)2ψw , (B.8)

d∆Ψw = −(1 +md)Ψw +
√

1− (md)2ψa + 2mdΨc . (B.9)

The parameter κ, which measures the intrinsic stability of the plasma in the absence of

rotation is given by

κ =
(1/dc)−m
(1/d)−m

. (B.10)

The no-wall stability limit (i.e. the stability limit in the complete absence of a wall)

corresponds to κ = 0, whereas the perfect-wall limit (i.e., the stability limit when the

wall becomes perfectly conducting) corresponds to κ = 1. Note, incidentally, that in the

Fitzpatrick-Aydemir model the m,n mode is destabilized by current gradients rather

than pressure gradients. Therefore, κ effectively plays the role of the plasma βT . The

quantity Ψc parameterizes the m,n static error-field — Ψc is actually defined as the

error-field flux at the wall in the absence of plasma.

Neglecting the error-field, equations (B.2), (B.6), (B.8), and (B.9) can be combined

to give the following simple cubic dispersion relation:

[(γ̂−iΩ̂φ)2+ν∗(γ̂−iΩ̂φ)+(1−κ)(1−md)](γ̂S∗+1+md) = 1−(md)2 .(B.11)

It is predicted that there is an unstable region even for κ < 0. This unstable region

divides the stable region below κ < 0 into a first stable region and a second stable region.

It is interesting to note that this region reduces in size when the plasma viscosity ν∗ is

increased.

Suppose that the plasma is stable (γ̂ = 0, and subject to a static error-field). Hence,

|Ψc| 6= 0. The above set of equations can be combined to give

|Ψa| =
2md√

1− (md)2

(
|Ψc|

[(κ− κ1)2 + (ν∗Ω̂φ/(1−md))2]1/2

)
. (B.12)
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Thus the flux driven at the plasma edge, |Ψa|, becomes much greater in magnitude

than the error-field flux, |Ψc|, as the effective no-wall stability boundary, κ = κ1, is

approached. The most significant error-field amplification takes place at the boundary

of the first stable region.
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Appendix C. The MARS Stability Code

MARS is a linear plasma stability code which was first constructed by Bondeson,

et al. [66] for the study of nonideal plasma instabilities. It is an eigenvalue code with

the complex growth rate γ being the eigenvalue. The special feature of this code is that

the growth rate enters into the equation directly and not its square as is usually the

case of other ideal MHD stability codes, such as ERATO [8], PEST [9], GATO [10] and

KINKX [11]. Therefore, MARS is particularly suited for the study of unstable modes

with very low growth rates as is the case of resistive MHD modes and the RWMs.

Recognizing that plasma flows are important plasma characteristics which affect

plasma stability, the code was extended to include non-uniform plasma rotations by

Chu et al. [62]. It was further extended to include external coils and various feedback

characteristics by Liu et al. [67]. It was extended again [68] in 2008 to include the kinetic

effect of the diamagnetic and magnetic drifts of the particles for the study of the RWM

in the low rotation frequency regime. We note that in the low rotation frequency regime,

the rotation frequency of the plasma is at a fraction of a percent of the Alfvén frequency.

The magnetic drift frequency of the particles can be estimated to be ωD ∼ k⊥ρivth/R,

with k⊥ ∼ m/r. Here, m is the poloidal mode number, r is the minor radius, ρi is the

ion Larmor radius, vth is the ion thermal velocity and R is the major radius. It is easy

to show that the ratio of ωDR/vA is of the order of a fraction of a percent. Therefore,

these drift motions can be in resonance with the frequency of the mode and provide not

only the damping but also modify the potential energy δWk to enable stabilization of

the plasma.

The MARS code adopts the fluid variables as the primary quantities in the study of

the plasma stability. The drift motion of the plasma particles can be shown to modify

the pressure response and to give rise to an anisotropic pressure response induced by the

MHD motion. The set of equations used for describing the perturbed plasma motion is

given by

ρ(γ + inΩ)~v1 = − ~∇ · ~pt +~j1 × ~B +~j ×~b1 − ~∇ · ~Π1 − ρ~U(~v1) , (C.1)

(γ + inΩ)~b1 = ~∇× (~v1 × ~B − η~j1) + (~b1 · ~∇Ω)R2~∇φ , (C.2)

~j1 = ~∇×~b1 , (C.3)

(γ + inΩ)p1 = − (~v1 · ~∇)p− Γp~∇ · ~v1 , (C.4)

(γ + inΩ)ρ1 = − (~v1 · ~∇)ρ− ρ~∇ · ~v1 . (C.5)
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In the above set of equations, (ρ, ~v, ~B, ~j, p1, ~pt) are the (density, velocity, magnetic

field, current, fluid pressure and total pressure). Equilibrium quantities are denoted

without suffix, whereas the perturbed quantities have suffix 1 or t. Ω is the (non-uniform)

rotation frequency of the plasma at equilibrium and depends only on the equilibrium

flux function. ∂/∂t = γ is the complex growth rate, and the toroidal variation of the

perturbed quantities is related by ∂/∂φ = in to the toroidal mode number n. The

density equation, equation (C.5), is decoupled from the rest and can, therefore, be

solved separately. We note that the total pressure and the fluid pressure are related by

~pt = p1~I + p‖b̂b̂+ p⊥(~I − b̂b̂) , (C.6)

with p1 being the isotropic part of the fluid response and p‖, p⊥ the anisotropic part

of the pressure response due to the particle drift motions. p‖ and p⊥ are obtained by

integration from the perturbed distribution function f 1
L

p‖ =
∑
e,i

∫
dΓmv2‖f

1
L , (C.7)

p⊥ =
∑
e,i

∫
dΓ

1

2
mv2⊥f

1
L , (C.8)

and

df 1
L

dt
= f 0

ε

∂H1

∂t
− f 0

pφ

∂H1

∂φ
− νefff 1

L . (C.9)

In equation (C.9), f 0(Ψ, ε) is the equilibrium particle distribution function, which is

assumed to be a Maxwellian for the thermal ions and electrons. ε = εk + ZeΦ is the

total energy of the particles, with εk being the kinetic energy, ZeΦ the potential energy,

the angular momentum is Pφ = mR2φ̇ − ZeΨ, and H1 is the perturbed Lagrangian

H1 = −εkHLexp(−iωt+ inφ) and

HL =
1

εk
[mv2‖~κ · ξ⊥ + µ(QL‖ +∇B · ξ⊥)] . (C.10)

A general model dispersion relation was proposed [62] for the above set of equations,

(γ + inΩ)2K + (γ + inΩ)D + δWp +
δW b

vγτw + δW∞
v

γτw + 1
= 0 . (C.11)

This cubic equation is a generic dispersion relation for the RWM. The solution of equa-

tion (C.11) shown in figure 10 reveals that the mechanism of rotational stabilization

of the RWM results from the mode coupling induced by plasma rotation between the

unstable XK mode with the stable mode of flux diffusion through the resistive wall. The
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generic stability phase diagram of its solution has been given in reference [99] and is

determined by the strength of the dissipation parameter D. Note that if we specialize

to the RWM, then the kinetic energy term (γ+ inΩ)2K is negligible. By identifying the

total δWk = δWp + (γ + inΩ)D of the plasma, the dispersion relation reduces to

γτw = −δWk + δW∞
v

δWk + δW b
v

. (C.12)

Equation (C.12) is in the same form as equation (15) and the meaning of the

dissipation term is very clear. If D were purely real, it stands for a pure dissipation and

is due to the resonant response; whereas if D is complex, part of the perturbed energy

is reactive, i.e., stored in the precession motion of the particles.

We note that the fluid equations given above can be written alternatively as

∆WMHD = ∆Wp(~ξ,Γ = 0) + ∆W ∗
k (~ξ) , (C.13)

∆W ∗
k =

∑
j

(∆WTj + ∆Wcj) , (C.14)

∆Wc =
∫
circ.

d~xdΓ

(
− ∂f
∂E

)
n[ω∗n + (εk − 3/2)ω∗T + ωE]− ω
nωD + (αnq + l)ωb − iνeff − ω

|{exp(iχ′m)H1}|2 , (C.15)

∆WT =
∫
trapped

d~xdΓ

(
− ∂f
∂E

)
n[ω∗n + (εk − 3/2)ω∗T + ωE]− ω

nωD − iνeff − ω
|{exp(iχ′m)H1}|2 . (C.16)

These are the contributions to the δWk by the circulating and trapped particles.

MARS also implemented several physical models for the dissipation. Aside from the

full kinetic response given above, we can also give a specific form to the viscous stress

tensor ~Π1, with the intention to model the fluid approximations to the ion Landau

damping. In particular, two distinct models are given. The first one is the ion “sound

wave damping” model first developed by Hammet and Perkins [93]

~∇ · ~Π = κ||
√
π|k||vthi |ρ~v1 · b̂b̂ . (C.17)

The value of κ‖ = 0.5 was usually chosen. The second one is the “kinetic damping”

model. This model was used previously to study the damping of the TAE modes by

Bondeson and Chu [69]. The kinetic damping model uses the kinetic energy principle

with ω∗ = 0, ωD = 0.
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The details of the numerical implementation in the MARS code can be found in the

work of Liu et al. [202]. Recently, different plasma models for the background plasma

have been proposed as being more suitable for the description of the interaction of the

plasma with the RWM. These give different expressions to the viscous stress tensor.

The different models include the neoclassical viscosity model [108, 109], etc. These

different models need to be further included into the extended MARS code for a more

comprehensive comparison with the experiment and for a more reliable prediction for

the stability of RWM in future devices.

We mention two other codes with a similar purpose, the AEGIS-K [71] and the

MARG2D [74].
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Appendix D. Useful Concepts Derived from Control Theories

Liu and Bondeson’s work [143] demonstrated the successful application and adoption of

the framework of stability and control theory to the problem of feedback stabilization for

toroidal plasma instabilities. One of the central concepts in control theory is the transfer

function P (s) in the frequency domain. P (s) over the full complex frequency range

(|s| < ∞) constitutes all the information we have about the system under study. For

direct magnetic feedback, P (s) measures the normalized flux or magnetic field bs(s)/b0
at the sensor position, resulting from the current If (s) in the active coils

P (s) = [bs(s)/b0] If (s) . (D.1)

Here bs(s) is the field measured by the sensors (subscript s for sensor), If (s) is the

current in the feedback coils (subscript f for feedback) and the variable s is the Laplace

transform variable. The normalization constant b0 can be chosen as the field at the

sensors produced by a 1 A current in the active coils in the absence of the walls and the

plasma.

An example of a transfer function P r
m(s) can easily be written down for a cylindrical

plasma with feedback coils at rf and radial sensors located at rs [147].

P r
m(s) =

(
rs
rf

)|m|−1 ( |m|
s− Γm

)
. (D.2)

In equation (D.2), m is the poloidal mode number and Γm is the normalized growth rate

(γmτm, τm is the resistive wall time τw for the m-th poloidal harmonic) of the RWM

in the absence of feedback. Note that the transfer function P r
m(s) has a simple pole

at s = Γm = γmτm. P (s) is an analytic function of s, and since all physically real

systems should be limited in the range of frequencies in which it can respond, one of

the general properties of the transfer function is that when s → ∞, P (s) → 0. In

the present example, P r
m(s) also shows that when the system approaches the ideal-wall

stability limit, Γm =∞, the transfer function for radial sensors vanish. This is a special

property of the radial sensors which makes them ineffective for stabilization near the

ideal stability limit.

In real toroidal geometry, single mode cylindrical theory is not sufficient to describe

the full response of the plasma; we need to introduce multiple modes [95, 147, 203] to

take into account the shape of the sensor and active coils. The total transfer function

was found to be representable as a sum over single-mode transfer functions

Popen(s) =
∑
m

cmPm(s)sm , (D.3)
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where cm and sm are geometrical coefficients characterizing the feedback and sensor

coils, respectively. The plasma response P (s) considered here is an inherent property

of the plasma with If (s) treated as independent, therefore P (s) has the characteristics

of the plasma in the open (feedback) circuit. In equation (D.3), we explicitly used the

subscript open to denote this important notion.

One particularly useful form of the transfer function is obtained by expressing P (s)

as the ratio of polynomials such as

Popen(s) =
(s+ sn1)(s+ sn2)

(s− sRWM)(s+ sd1)(s+ sd2)
, (D.4)

where sRWM is the open loop growth rate of the unstable RWM and other poles and

zeros are related to the wall shielding effect and the stable higher order RWMs. This

compact polynomial expression is useful for assessing feedback control logic parameters

such as gain and time constants. The approximation of a complex transfer function by

low order rational functions is called the Pade approximation.

In a real feedback system shown schematically in figure 38, the sensor signal bs is

processed by the plasma control system to generate the bpcs. (The subscript pcs stands

for the plasma control system. This system generates digitized feedback signals with

proportional, differential or integral gains.)

The bpcs in turn is fed into the power supply to generate the voltage that excites

the current If in the control coils. This process of obtaining If from bs is in general

nonlinear and it is governed by the feedback logic and power supply and is more related

to the domain of electrical and control engineering. The stability of the plasma under

feedback control can only be understood if we first understand each of the components

involved in the feedback. In the present work, we assume that the relationship between

If and bs can be approximated by a linear frequency dependent function K(s). Thus

conceptually, during closed-loop operation, the following closed-loop relation must be

satisfied

1 +K(s)Popen(s) = 0 . (D.5)

If equation (D.5) has no solution for s with a positive growth rate, then the plasma

is stable. Here, we emphasized the plasma transfer function by treating it differently

from all other components in figure 38. In principle, for closed feedback, each of the

components in figure 38 are equally important, and K(s) should be decomposed as

the product of the transfer functions Ki(s) of the components, with each component

determined by the “open circuit” operation.

The feedback logic for the RWM specifies how the magnetic sensor signals are used

to activate the currents in the feedback coils. For example, in the “smart shell logic”,

the radial flux loop sensors that measure the total perturbed radial flux from Br at
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the wall is used. On the other hand, in the “mode control logic”, the Bp sensors that

measure the magnetic flux due to the poloidal field Bp are used. The Bp sensors are

designed to be decoupled from the predominantly Br flux produced by the feedback coils

and are coupled optimally to the perturbed flux from the unstable RWM. An important

difference between these two types of sensors can be observed by noting that in the

cylindrical tokamak approximation, the open loop transfer function for poloidal sensors

is given by [147]

P p
m(s) =

(
rw
rf

)|m|−1 [
(2Γm + |m|)|m|/m

s− Γm

]
. (D.6)

Equation (D.6) should be compared with equation (D.2). We note that as the system

approaches the ideal-wall stability limit, Γm =∞, the transfer function P p
m(s) tends to

a constant in contrast to P r
m(s) for radial sensor, which vanishes. This means that the

system remains controllable by using poloidal sensors near the stability limit.

As shown in figure 38, in the controller, several components act in series. Therefore

the transfer function K(s) is the product of many different circuit components, each of

which can be characterized by its own transfer function. For instance

K(s) = KpsKpcsKcoilKdelay . (D.7)

Kps(s) is the response of the power supply (PS), and Kcoil(s) is the response of

the feedback coils. They can be obtained experimentally [158]. System time delay is

included by Kdelay = exp(−sτdelay).
The feedback gain of a PCS controller can be expressed analytically by

KPCS(s) =

[
Gp +

Gdsτd
(1 + sτd)

]
1

(1 + sτp)
, (D.8)

where τp is the filtering time constant associated with the digitization Nyquist frequency,

τd is the time derivative constant, and Gp, Gd are the proportional and derivative

feedback gains respectively.

The overall closed loop frequency response is expressed by

1 + Popen(s)KPCS(s)KPS(s)Kcoil(s)Kdelay(s) = 0 . (D.9)

The stability of the resultant system is determined by equation (D.5) or

equation (D.9).
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Appendix E. The Normal Mode Approach to Feedback

The basic difference between feedback of the RWM and other more traditional dynamic

systems is that the correct plasma response model to the external electromagnetic

perturbation is not yet completely known. If we assume a specific model for the plasma

response, then the feedback is a completely solvable problem. This was first pointed

out by Chu et al. [121] for an ideal stationary plasma. In reference [121], the feedback

stabilization of the RWM (RWM) of a plasma in a general feedback configuration for

the plasma-resistive wall system is formulated in terms of a generalized energy principle.

δWg ≡ δK + δWp + δWv +Dw + δEc = 0 . (E.1)

In equation (E.1), δK is the kinetic energy of the plasma, δWp is the perturbed free

energy of the plasma, δWv is the perturbed energy of the (various) vacuum regions

(between the plasma and the resistive wall and outside the resistive wall), Dw is the

energy dissipation of the resistive wall, δEc is the energy input from the external

(feedback) coils. Of these various terms, only δWp and δEc could be negative. For

slowly-growing or slowly-damped RWM δK is negligible. δWg is a bilinear functional of

the plasma displacement ξ and the perturbed magnetic field δB outside of the plasma

in the vacuum region.

During the open loop operation, equation (E.1) reduces to

δWr = δWp + δWv +Dw = 0 . (E.2)

With thin wall approximation, the dissipation functional Dw is shown to be self-

adjoint to the magnetic field penetrated through the resistive wall. Equation (E.2)

is, thus, a self-adjoint bilinear functional of {ξ, δB}. Equation (E.2) has a set of

orthonormal open-loop eigenfunctions {Oi} = {ξ, δBi} with open loop growth rates

{γi}.

δWp(i, j) + δWv(i, j) +Dw(i, j) = 0 , (E.3)

and Dw(i, j) = δi,jγi/2. The set of normal modes determined by equation (E.3) is then

used as the basis for closed loop operation, thus, the name NMA (normal mode ap-

proach). It has been found from practice that for tokamaks, usually, only one of the

modes in the open loop eigenfunctions {Oi} can have a positive growth rate, which

should naturally be called the unstable RWM. Actually all the other modes should be

regarded as the “damped” RWM. If left unchecked (without feedback stabilization),

the unstable RWM will grow. It needs to be stabilized by feedback. During feedback,

the feedback coils will exchange energy with these RWMs. Depending on the geometry

of the feedback coil, the excitation of each of the modes is obtained by substituting

the magnetic field produced by the feedback coil into equation (E.1) and utilizing the
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relations in equation (E.3). These coefficients form the excitation matrix {Ec
i } for the

excitation of the i− th mode by the current Ic in the c− th external coil. The resultant

minimization gives the equations

∂αi
∂t
− γiαi =

∑
c

Ec
i Ic . (E.4)

In equation (E.4), αi is the amplitude of the i− th mode during feedback

{ξ, δB} =
∑
i

αi{ξi, δBi} . (E.5)

The feedback system is completed by the description of the feedback logic. For instance,

a set of sensor loops with flux Fl({αi, Ic}) may be utilized to sense the perturbed flux,

and the voltage on the feedback coils may then be given by Gl
cFl({αi, Ic}). Then the

current in the feedback coil is given by(
∂

∂t
+

1

τc

)
Ic = Gl

cFl ({αi, Ic}) . (E.6)

The feedback system is completely described by equations (E.4) and (E.6). It is seen

that the feedback is concisely described by the amplitudes of the normal modes {αi}
and the currents in the feedback coils Ic in a compact phase space for the system.

Since resonant field amplification(RFA) is essentially the same as the plasma

response of a stable RWM, the above equations can also be applied to describe the

response of the plasma during RFA. In this case, the external error field producing

current Ie is regarded as imposed through unknown sources. They couple to the RWMs

through Ee
i between the error field producing coils and the open loop eigenfunctions. It

is easy to get the solution

αi =
Ee
i Ie

s− γi
. (E.7)

For stable modes, the inverse Laplace transform of equation (E.7) gives a decaying

solution in time of the mode amplitude. Usually, the external error field evolves in a

much longer time scale than the RWMs, therefore for clarity we give the time domain

solution in this case as

αi(t) =
Ee
i I

e

γi
[1− exp(γit)] . (E.8)

At times long compared with the decay time of the unstable mode, the external error

field would have excited the stable modes to the amplitude of

αi(∞) =
Ee
i

γi
Ie . (E.9)
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Note that equation (E.8) is also the solution for unstable modes. It shows that without

being compensated for, the unstable mode will grow to a large amplitude and will lead

to an intolerable situation. That is, we need to correct for the resonant error field. Now,

consider the situation of using a set of feedback coils for error field correction. In this

case, we have two current sources, one is the unknown error field, the other is the known

correction coil, the solution of equation (E.4) is given by

αi =
Ee
i I

e + Ec
i I
c

s− γi
. (E.10)

The long time solution in time for the amplitudes of stable modes is given by

αi(∞) =
Ee
i I

e + Ec
i I
c

γi
. (E.11)

Denoting mode 1 as the unstable mode, the requirement that the external error field

coupling to mode 1 be completely compensated for is

Ee
1I

e + Ec
1I
c = 0 . (E.12)

Equation (E.12) represents the best that can be done for this situation. The required

current on the feedback coils is given by

Ic = −E
e
1

Ec
1

Ie . (E.13)

At this time all the other modes would then be excited to an amplitude

αi(∞) =
Ee
iE

c
1 − Ec

iE
e
1

Ec
1

Ie . (E.14)

It is seen that the necessary condition of correction of coupling of the error field will

necessarily leave a residue deformation to the plasma. The feedback process discussed

in section 4 and the non-rigidity of the plasma during feedback is an additional dynamic

process in the presence of these error field compensation. These two processes are of

a different time scale. Error field correction is usually occurring on a longer time scale

than the RWM; the residue deformation is proportional to the “original” external error

field before compensation (Ie), whereas the deformation of the RWM is proportional to

the instantaneous value of the feedback current (Ic).

We should mention that the 3D code package STARWALL-OPTIM [152] adopted

the same approach and separated the problem into the open loop problem treated by

STARWALL and the closed loop problem treated by OPTIM. The special feature of

the STARWALL-OPTIM package is that it can treat the highly complicated structure

of the external wall [162] and other resistive media such as the double wall and blanket

modules in ITER [204].
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Appendix F. The Valen Model

The Valen code models the induced currents in distributed 3-D structures as a set of

R-L circuit equations. The formulation allows analysis in the time domain, and also

provides eigenvalue and eigenvector information. This code has been used extensively for

the design of hardware configurations for a number of devices. It uses the most unstable

mode computed by DCON [72] and has a similar capability as the STARWALL-OPTIM

package [152] in treating the full 3D structures of the external resistive wall and blanket

modules for feedback studies.

Fields and currents are assumed to be quasi-static, i.e., the circuit approximation is

valid. The conducting structures are decomposed into elementary volumes represented

as a set of circuit elements with current densities given by

J(~r, t) =
∑
k

Ik(t)wk(~r) . (F.1)

The divergence-free shape/weight functions wk(~r) correspond to macroscopic loops of

current. The current amplitudes Ik(t) satisfy

[L]{İ(t)}+ [R]{I(t)} = {V (t)} . (F.2)

In equation (F.2), [L] is the inductance matrix, [R] is the resistance matrix, {I} the

current vector and {V } the voltage vector. The mutual inductance is given by the free

space value between different current elements.

Lij =
µ0

4π

∫
vol

∫
vol′

wi(~r)wj(~r
′)

|~r − ~r′|
dvdv′ , (F.3)

and the resistance R is given by

Rij =
∫
vol
ηwi(~r)wj(~r

′)dv . (F.4)

The voltage in equation (F.2) represents the induction voltage from all the circuit

elements, including the contributions from the plasma. The circuit model for the

plasma, unstable to an external unstable mode, is adopted from the formulation given

by Boozer [205]. This formulation recognizes that the total plasma potential energy

with arbitrary perturbed flux at the plasma boundary may be represented as a set of

interacting surface currents on the plasma-vacuum boundary. The change in potential

energy of the plasma is given by

δW =
1

2

∑
wiΦ

2
i , (F.5)

where the Φ′is are the amplitudes of the perturbed normal eigenfunctions which di-

agonalize the δW , i.e. Φi =
∫
fi(θ, φ) ~B · ~da where

∫
fifjdθdφ = δij. The (normalized)

currents on the plasma surface that produces only the field distribution fi(θ, φ) would be

given by a distribution function gi(θ, φ) and magnitude Ii. The proportionality constant
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between the flux and the current is the equivalent self-inductance of that particular

plasma mode, Φi = LiIi. The total surface plasma current is then related to the Φi

through

LiI
p
i =

∑
(δij + siλij)Φj , (F.6)

where si = −ωiLi and λ−1ij =
∫
figjdθdφ. For a single mode, the response of the wall

is approximated by one circuit, i.e. one current Iw or the associated magnetic flux

penetrating the wall, Φw. The plasma perturbation is characterized as a single current

Ip with flux Φ. Then the full set of equations of the model is

LwI
w +MwpI

d +MwpI
p = Φw , (F.7)

MpwI
w + LId + LIp = Φ , (F.8)

LIp(1 + s) = Φ , (F.9)

dΦw

dt
+RwI

w = V , (F.10)

dΦ

dt
+RdI

d = 0 . (F.11)

The Valen code implements the equations (F.7), (F.8),(F.9), (F.10), and (F.11) by

using their finite element representation for the current elements. Thus, the geometric

relationships of the self and mutual-inductances of the current filaments in the plasma,

wall and external coils are preserved. The only exception is the self- and mutual-

inductances between the plasma current filaments on the surface of the plasma. This

is related to the results obtained from ideal MHD codes by the prescription described

above and

[Lp]{Ip} = [S]{Φ} , (F.12)

where

Sij = (δij + siλij) . (F.13)

For feedback, the voltages are given by the time rate of change of the sensor flux

{Vs} = −{Φ̇s}. The sensor flux matrix is the inner product of the mutual inductance

and the current vectors,

{Φs} = [Msw]{Iw}+ [Msd]{Id}+ [Msp]{Ip} . (F.14)

Because the Valen code can model the external coils and conducting structures in their

geometric detail, it is an important design tool for the sensor and feedback coils used in

the feedback stabilization of the RWM.


