
 

 

 GA–A25394 

EDGE TRANSPORT BARRIERS 
IN MAGNETIC FUSION PLASMAS 

by 
P. GOHIL 

 
 
 

 
 

 
 
 

 
MARCH 2006 



 

 

 

DISCLAIMER 

 

This report was prepared as an account of work sponsored by an agency of the United States 
Government.  Neither the United States Government nor any agency thereof, nor any of their 
employees, makes any warranty, express or implied, or assumes any legal liability or 
responsibility for the accuracy, completeness, or usefulness of any information, apparatus, 
product, or process disclosed, or represents that its use would not infringe privately owned rights.  
Reference herein to any specific commercial product, process, or service by trade name, 
trademark, manufacturer, or otherwise, does not necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States Government or any agency thereof.  The views 
and opinions of authors expressed herein do not necessarily state or reflect those of the United 
States Government or any agency thereof. 

 



 

 

 GA–A25394 

EDGE TRANSPORT BARRIERS 
IN MAGNETIC FUSION PLASMAS 

by 
P. GOHIL 

This is a preprint of a paper to be submitted for 
publication in Compte-Rendu de l'AcadÈmie des 
Sciences. 

 
 

Work supported by 
the U.S. Department of Energy under 

DE-FC02-04ER54698 

GENERAL ATOMICS PROJECT 30200 
MARCH 2006 



iii 

Abstract 

The present level of understanding of the physics of the formation and sustainment of 

edge transport barriers in magnetically confined fusion plasmas is presented. The 

formation of edge transport barriers is studied through evolution of mechanisms which 

can suppress plasma turbulence and so reduce turbulent driven transport, such as E " B  

flow shear stabilization of turbulence. Comparisons of theoretical studies with 

experimental results are described including investigations of zonal flows, which are 

considered important for saturation and self-regulation of turbulence and turbulence-

driven transport. Processes that affect the dynamics and spatial structure of the edge 

barrier are described with emphasis on the width of the transport barrier. 



I. INTRODUCTION

In magnetically contained fusion plasmas, the transition from a low en-

ergy confinement state, known as low (L) mode, to a significantly higher

energy confinement state, known as high (H) mode, is marked by the forma-

tion of a transport barrier at the plasma edge. This so-called H-mode edge

transport barrier (ETB) was first discovered in 1982 in the ASDEX device [1]

and since then has been reproduced in a wide range of magnetic confinement

fusion devices such as divertor and limiter tokamaks, mirror machines and

stellerators. The robust and ubiquitous nature of the H-mode ETB, and the

associated energy confinement improvement, makes it an important ingredi-

ent for any device aiming to achieve sustained burning plasma conditions. For

example, the standard operating regime for the International Thermonuclear

Experimental Reactor (ITER) [2] requires the production and sustainment

of the H-mode ETB.

The edge transport barrier, which is located just inside the last closed

magnetic flux surface (LCFS), represents a sharp and abrupt change in trans-

port which results in steep gradients of ion and electron densities and tem-

peratures. Understanding the physics of the formation, sustainment and

destruction of these edge transport barriers can significantly advance efforts

towards achieving reactor relevant plasma conditions. Barrier formation can

result from a reduction in transport at the plasma edge. Since edge transport

is primarily turbulent, a reduction in this turbulent transport is therefore

necessary for barrier formation. Consequently, understanding the physics of

barrier formation often requires determining mechanisms for transport re-

duction via stabilization of turbulence.

This paper is not intended to be a comprehensive review of edge trans-

port barriers, but rather an introductory overview that directs the reader to

relevant research in this field. Mechanisms for the stabilization of turbulence

will be discussed in Section II. The dynamics, sustainment and structure of

the ETB is covered in Section III and Section IV contains the conclusions.
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II. FORMATION OF THE EDGE TRANSPORT BARRIER

A. Stabilization mechanisms

A requirement for transport barrier formation is the reduction of fluctu-

ation driven transport. This can most frequently be achieved by stabiliza-

tion or decorrelation of microturbulence in the plasma. Understanding the

transport barrier formation then requires determining mechanisms which can

suppress turbulent modes. The stabilization mechanisms have to account for

the different dynamic behaviors of the various species in the plasma. Also,

the spontaneous transition from L-mode to H-mode confinement (the L-H

transition) in fusion plasmas requires sufficient heating power for its produc-

tion. The actual heating power required can depend on different plasma and

device parameters such as toroidal field, density and plasma size. Further-

more, since the L-H transition is essentially a plasma edge phenomena, local

plasma parameters, scale lengths and atomic processes have a bearing on the

transition physics and threshold power requirements. All these factors need

to be considered by theories attempting to explain the ETB formation as

well as also being applied to tests of the theories themselves.

Various theories have been put forward to explain the L-H transitiion.

One set of theories are based on the suppression of turbulent transport by

sheared radial electric fields or plasma flow [3, 4, 5, 6, 7, 8]. This can be

achieved either by stabilization of linear modes or as a result of a reduction

in correlation lengths or turbulence amplitudes or by phase changes between

fluctuations responsible for the turbulent transport. Another set of theories

are based on producing the right set of edge plasma conditions required for

stabilization of certain instabilities. Such theories invoke ideal magnetohy-

drodynamic (MHD) ballooning mode stability [9, 10] or peeling modes [11, 12]

to explain the L-H transition, in which stability to the ballooning or peeling

modes leads to barrier formation. Other theories invoke ideal and drift resis-

tive ballooning modes in which diamagnetic effects cause stabilization of such

modes leading to bifurcation in the edge transport [13, 14, 15]. Stabilization

of drift resistive ballooning modes in a toroidal geometry have been studied

using 3D nonlinear simulations [16, 17]. These theories rely on an increase

in the edge temperature to stabilize the resistive ballooning mode leading to
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turbulence suppression and barrier formation. Another set of theories have

studied collisional drift wave turbulence [18, 19] and drift-Alfvén turbulence

at the plasma edge [20, 21, 22]. Again, stabilization of these modes and the

subsequent L-H transition are related to the edge temperature and edge β.

Given that many L-H transition theories rely on changes in certain edge

parameters to affect the edge turbulence and so lead to the H-mode tran-

sition, it should be possible to quantatively test these theories with experi-

mental data. The theories based on MHD ballooning modes are inconsistent

with experimental data from DIII-D and ASDEX Upgrade [23, 24] which

indicate that the H-mode transition is produced for edge pressures below the

MHD ballooning limit and in cases which do not attain access to the second

stability regime. Experimental data from COMPASS-D [12, 25] has been

compared favorably with the peeling mode model [12], which was used to

explain the increased difficulty in obtaining H-mode transitions at low edge

collisionality in that tokamak. However, experimental data from DIII-D on

experiments with H-mode transitions triggered by pellet injection [26] con-

tradict this model since H-mode transitions are obtained at low edge pressure

gradients far below the theoretical predictions.

The drift resistive ballooning model [13, 14, 15] evolved to the point of

predicting the formation of the edge transport barrier when the MHD bal-

looning parameter, α, and a diamagnetic parameter, αdiam, exceeded certain

critical values of, typically, α ≥ 0.5 and αdiam ≥ 0.5 − 0.75 (depending on

machine parameters). Here α = −Rq2dβ/dr and αdiam = Vdito/Lo, where

Vdi = ρscs/Lρi
, ρs = cs/Ωci. Here q is the plasma safety factor, β is the ratio

of the plasma pressure to the magnetic pressure, R is the major radius, cs

is the ion speed, Ωci is the ion cyclotron frequency, to is the ideal ballooning

time, Lo is a characteristic turbulence scale length and Lpi is the ion pressure

scale length. Good agreement was found between this model and H-mode

transition data from Alcator C-Mod [27] with regard to these two parameters.

Data from DIII-D [28] and COMPASS-D [29] show relatively good agreement

with the ballooning parameter, α, but completely fail to correlate with αdiam.

Furthermore, pellet triggered H-mode transition results from DIII-D [26] ex-

hibit no correlation with either parameter, α or αdiam, at barrier formation.

The drift-Alfvén turbulence model [20, 21] relies on increased edge pressure
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gradients to lead to the Alfvén waves mixing with the electron drift waves

and thereby stabilizing the long wavelength turbulence. This model shows

some agreement with ASDEX Upgrade data [30, 31], but, once again, there

is no agreement with the DIII-D experimental results on H-mode transport

barriers formed with pellet injection [26].

A further mechanism for edge turbulence stabilization is that by E × B

flow shear nonlinear decorrelation of turbulence [6, 8] which developed from

early work that emphasized Er as the stabilizing element [4, 32]. Here Er is

the radial electric field at the plasma edge and B is the toroidal magnetic

field. For decorrelation of turbulence, the E × B shearing rate, ωE×B, must

be comparable to the nonlinear turbulence decorrelation rate, ∆ωD, in the

absence of E × B velocity shear [6]. An expression for the ωE×B shearing

rate for flute-like modes in the toroidal geometry is given by [43]

ωE×B =
RBθ

B

∂

∂r

(
Er

RBθ

)
, (1)

where R is the plasma major radius, Bθ is the poloidal magnetic field and Er

is the radial electric field which is given by the radial force balance equation

for any plasma species, i, by

Er =
∇pi

niZie
+ vφ iBθ − vθ iBφ , (2)

where n is the species density, p is the pressure, z is the charge number, e is

the electric charge, vφ is toroidal rotation, vθ is the poloidal rotation, Bφ is

the toroidal magnetic field.

This work further developed into approximate expressions for quenching

unstable ITG modes [33], whereby the turbulence is completely suppressed

when the E×B shear rate, ωE×B, exceeds γmax, where γmax is the maximum

linear growth rate of all the instabilities without ωE×B. Note that transport

barrier can also be formed in the plasma interior (i.e., internal transport bar-

riers, ITBs) and that linear stabilization of turbulent modes [7, 34, 35] has

shown great relevance in the plasma core where spatial and temporal correla-

tion has been observed between increased E×B velocity shear and reduction

in the core turbulence and the formation of ITBs (e.g. in DIII-D [36, 37, 38],

in JET [39, 40] in TFTR [41, 42]. In physical terms, it is the gradient or
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shear in the E ×B velocity that reduces the radial correlation length of the

turbulent eddies in the plasma due to both a change in the phase relationship

between the density and velocity perturbations as well as to decreases in the

amplitude of the turbulent fluctuations. In the case of linear stabilization,

the E×B velocity shear leads to increased stability by coupling the unstable

modes to nearby stable modes. An important feature of E×B velocity shear

stabilization are feedback loops involving the various terms (i.e., ∇P , ϑθ, ϑφ)

of Eq. (2) which can lead to further increasing the values of Er and ωE×B

and, thereby, maintaining the effectiveness of E×B velocity shear stabiliza-

tion. Note that, although internal transport barrier formation requirements

will not be discussed in this paper, E × B velocity shear stabilization is the

only turbulence suppression mechanism that can explain the formation of

both the ETB and the ITB i.e., barrier formation at any radial location in

the plasma.

Because the edge transport barrier, by definition, is localized just inside

the last closed magnetic flux surface, a large number of plasma diagnostic

systems can be brought to bear at this specific location in the plasma for fast,

highly spatially resolved measurements of the barrier. This is important in

order to accurately diagnose the clear simultaneous barriers formed in the

ne, Te, and Ti profiles and their relationship to other plasma quantities such

as the Er profiles. For example, DIII-D high spatial measurements have

revealed that the width of the well-like Er structure formed at the plasma

edge at barrier formation is ∼1 cm and is invariant to a large range of plasma

parameters [44].

Also, in DIII-D, detailed measurements of edge temperature and density

profiles, edge Er profiles and fluctuations have revealed important details of

turbulence behavior and the role of Er for edge barrier formation. These

studies have revealed: (a) changes in Er occur prior to the H-mode bar-

rier formation [45, 46, 47]; (b) there is a dramatic reduction in edge density

fluctuations and fluctuation-driven particle flux coincident with barrier for-

mation [46, 48]; (c) fluctuations are reduced and the transport barrier forms

in the region of steep Er gradient [49]; (d) the radial correlation length de-

creases at the H-mode barrier formation [50]; (e) ωE×B is comparable to the

turbulence decorrelation rate, ∆ωD, in L-mode, but increases significantly
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across the transition from L-mode to H-mode and ωE×B is much greater

than ∆ωD in H-mode [51]; (f) the edge ωE×B shearing rate is sufficient for

effective suppression of turbulence as defined by the criterion of Ref. [6] for

a large range of operational configurations and operating parameters [44].

Figure 1 shows the fast changes in the edge Er profile at ETB formation ob-

served in DIII-D [47]. Very fast time resolution measurements of Er at ETB

formation have been made on JFT-2M [52, 53, 54]. Figure 2 shows heavy

ion beam probe (HIBP) measurements of the edge electrostatic potential and

local density fluctuations at the ETB formation in JFT-2M [54]. The HIBP

diagnostic has the advantage of being able to make local electrostatic poten-

tial and fluctuation measurements simultaneously with fast time resolution

(∼2 µs). Observations of clear changes in Er at the edge barrier formation

have also been made in COMPASS-D [55], ASDEX [56], the W7-AS stellera-

tor [57] and the H-1 heliac [58]. The above results are consistent with E×B

velocity shear causing reduction in fluctuations and, thereby, leading to the

formation of the transport barrier.

The above cases of ETB formation are for spontaneously produced bar-

riers in which some level of edge heating (e.g. ohmic, sawteeth heat pulse,

auxiliary) occurs. However, edge transport barriers have also been produced

by directly biasing the plasma edge with an electric field applied through an

electrode as in CCT [59] TUMAN-3 [60] and TEXTOR [61, 62, 63]. Figure 3

shows Langmuir probe measurements from TEXTOR indicating a clear re-

duction in the temperature fluctuations with increased shear in Er applied

by an electrode inserted at the plasma edge [62]. Further experimental re-

sults from TEXTOR [63, 64] show that the changes in electron density and

improvements in particle confinement are both spatially and temporally cor-

related with changes in ∇Er and address the fundamental issue of causality.

Figure 4 shows the temporal behavior of these changes where oscillations

in the applied voltage produce oscillation in ∇Er. The oscillations in ∇Er

cause oscillations in ∇ne with the ∇Er oscillations preceding the oscillations

in ∇ne by about 4-6 ms. The fact that changes in ∇Er lead to changes in

∇ne is a clear demonstration of E ×B shear directly affecting transport.
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Fig. 1. Temporal and spatial changes in several edge quantities at the formation of the ETB in 
DIII-D. (a) The radial electric field, Er, at two locations (inside and outside the last closed flux 
surface), (b) the density fluctuation, (c) the D! emission at the divertor, and (d) the Er profile and 

the density fluctuations at the plasma edge. The edge Er and the density fluctuations are measured 
using charge exchange recombination spectroscopy and reflectometry, respectively. The 
reflectometer amplitude ratio represents the ratio of the fluctuation amplitudes before and after the 
formation of the ETB. Note that (a) shows changes in Er just prior to the decrease in the edge 
density fluctuations and the D! signal and (d) shows a substantial reduction in the density 

fluctuations in the same region where a large shear in Er develops [47]. [Reprinted courtesy of 
K.H. Burrell, Rev. Sci. Instrum. 72, 906 (2001), American Institute of Physics.] 
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Fig. 2. Temporal behavior of the potential change near the separatrix and the edge SX 
intensity. (a-c) show the case of Pin > Pth and (d) shows the case of Pin ~ Pth. The times 
shown are the characteristic times from the exponential drop. (e) Temporal behavior and 
the fluctuation power in the case of Pin ~ Pth [the same shot as in (d)]. The zero on the 
horizontal axis indicates the time of the arrival of a sawtooth heat pulse at the edge [54]. 
[Reprinted courtesy of Y. Miura, et al., Nucl. Fusion 41, 937 (2001), Institute of Physics.] 
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Fig. 3. (a) Profiles of the radial electric field for L-mode, L-H (transition from low to high confinement) 
and H-mode. The long-dashed and dotted lines mark the maximum of the radial electric field and its 
derivative respectively. (b,c) Profiles of the normalized and absolute temperature fluctuation, � T e , 

respectively, for L-mode, L-H transition and H-mode. The shaded region represents the Er shear layer 
defined from (a) [62]. [Reprinted courtesy of J.A. Boedo, et al., Phys. Rev.  Lett. 84, 2630 (2000), American 
Institute of Physics.] 

 

Fig. 4. Time history of the maximum gradient of the radial electric field, !Er, and the electron density 
gradient, !ne, for a biased electrode H-mode in the TEXTOR tokamak. (b) Hysteresis diagram of !Er 

versus !ne for the data shown in (a). The time resolution of the Er and ne measurements are 0.04 ms for Er, 

about 2 ms and 0.02 ms for the ne measurements by the lithium beam and HCN laser systems, 
respectively. The direction of the arrows in (b) indicate increasing time and show that changes in !Er 

precede changes in !ne [63,64]. [Reprinted courtesy of K.H. Burrell, et al., Phys. Plasmas 6, 441 (1999), 
American Institute of Physics.] 



Another example of causality and E ×B shear affecting turbulent trans-

port are the cases of very high (VH)-mode discharges in DIII-D [65, 66]. The

VH-mode contains an edge transport barrier that extends deeper into the

plasma than in an H-mode and correspondingly achieves even greater levels

of confinement. Tests of the influence of E×B velocity shear on confinement

were performed by varying the toroidal rotation in these plasmas through the

use of magnetic braking [67, 68]. These experiments showed that the am-

plitude of density fluctuations and transport rates increased as the E × B

shearing rate decreased and vice versa [45, 68].

All the above indicate that there is a considerable amount of experimental

results that show the clear reduction of turbulent transport due to E×B flow

shear. However, the origin of the sheared flows in spontaneously produced

H-mode transitions (i.e., produced by heating the plasma) has yet to be re-

solved. Theoretical models have proposed mechanisms such as neoclassical

ion-orbit loss [8], Stringer spinup of poloidal flow [69], and shear flow driven

by turbulent Reynold’s stress [70] in a nonlinear organized manner [71]. Ex-

perimental results from DIII-D [72] have showed that the direction of rotation

of the majority ion species is inconsistent with ion-orbit loss mechanisms. As

yet, no clear measurements of the Stringer spinup of poloidal flow have been

made. The issues of self-organization and turbulence-generated (zonal) flow

shear have been addressed in several experiments and these will be discussed

in the next section.

B. Zonal flows

Zonal flows are considered important for saturation and self-regulation

of turbulence and turbulence-driven transport. Zonal flows can be self-

generated by turbulence through Reynold’s stress [70, 71, 73] and, because

their radial scale ranges from the radial scale of turbulent eddies up to the

device size, they can be very effective in suppressing turbulence. In this self-

generation mechanism, the energy source for the zonal flows comes from the

nonlinear coupling with the turbulence, whilst the total energy is conserved.

There are two broad classes of zonal flows. One is a low frequency zonal flow

with purely radial variation of the electrostatic potential oscillation and so

with toroidal, n, and poloidal mode, m, numbers of zero (i.e., n = 0, m = 0)
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and a finite radial wave number, kr. A second type of zonal flow of higher fre-

quency is called the geodesic acoustic mode (GAM) which also has basically

no toroidal or poloidal phase variation but oscillates at a specific frequency.

Because the GAMs are damped by ion-Landau damping [74] or turbulence

viscosity [75], they play a greater role at the plasma edge where the damping

rate is lower [73]. Note that zonal flows have been measured in the plasma

core of CHS [76, 77] with the use of a dual-HIBP system through determi-

nation of the cross-coherence of Er at different plasma radii from which the

radial wavelength of the zonal flow has been evaluated.

In the case of the edge transport barrier, the signature of Reynold’s

stress-driven flow shear has been determined from three-wave coupling (bi-

coherence) of potential fluctuations measured across the L-H transition in

DIII-D using a reciprocating Langmuir probe [78, 79]. These results indicate

that the bi-coherence between low and high turbulence frequencies increases

just before the L-H transition and before the reduction in plasma turbulence.

The transition in bi-coherence occurs in the region of increased E×B veloc-

ity shear at the L-H transition and decays a few milliseconds after the L-H

transition. These results are consistent with a transient Reynold’s stress-

driven zonal flow shear [73, 80]. Also, poloidal flow induced by Reynold’s

stress has been measured in the HT-6M tokamak [81]. The radial profile of

the electrostatic Reynold’s stress has been measured in the plasma boundary

region of the ISSTOK tokamak [82], the CSDX helicon device [83], the HT-7

tokamak [84], and the Extrap-T2R reversed field pinch [85]. Also, theory-

based calculations of zonal flow generation by finite β drift waves have found

good agreement with experimental data from DIII-D [86].

Measurements of density fluctuations at or near the plasma edge have

been used for estimation of the zonal flow. In JFT-2M, Langmuir probe

and HIBP measurements at the plasma edge have revealed feedback loops

between the zonal flows and the GAMs [87, 88]. GAMs have been identi-

fied from studies of turbulence velocities performed on DIII-D using beam

emission spectroscopy (BES) for 2-D measurements of the density fluctu-

ations in L-mode plasmas [89]. Further evidence of GAMs has been ob-

tained on ASDEX Upgrade, where the poloidal velocity of the plasma tur-

bulence has been measured using Doppler reflectometry in L-mode plasmas
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[Fig. 5(a)] [90]. Frequency analysis of these measurements indicates that the

frequency of the velocity oscillations varies as (Te + Ti)
1/2which is consistent

with the theoretical predictions [73] whereby ωGAM = G[(Te + Ti)/mi]
1/2/R

where Ti and Te are the ion and electron temperatures, respectively, G is a

geometrical factor of order unity, mi is the ion mass, and R is the plasma ma-

jor radius. The location of the coherent velocity oscillations is observed to be

in the steep density gradient at the plasma edge which disagrees with DIII-D

and JFT-2M results (see below and Fig. 6). Further BES measurements

on DIII-D also reveal a temperature dependence [Fig. 5(b)] for the coher-

ent oscillations [91, 92] consistent with theoretical predictions for the GAM,

similar to the ASDEX Upgrade observations. The radial profile of the GAM

amplitude has been determined from BES measurements and repeat L-mode

discharges to allow a more thorough mapping of the radial structure [93].

Figure 6(a) shows the radial profile of the GAM amplitude overlaid with the

edge q profile. The GAM amplitude is seen to decrease into the plasma core

(i.e., at smaller q values) and this is qualitatively consistent with the q scaling

for Landau damping [74]. Also shown are results from the JFT-2M tokamak

[Fig. 6(b)] indicating the spatial structure of the GAM at the plasma edge in

L-mode determined from HIBP measurements [94]. Both sets of results are

very similar indicating some level of commonality at the plasma edge and

again stressing that they are clearly an important edge phenomena. These

experimental data show the existence of zonal flows and GAMs in L-mode

plasmas, which then could be the trigger mechanisms for the large E × B

flow shear observed at the L-H transition.

These results are encouraging for understanding edge turbulence behavior

and further studies of these modes is required to determine how they can be

used to control turbulent transport at the edge and so provide a predictive

capability for barrier formation.

C. Critical parameters for the barrier formation

The fact that some level of additional heat flux at the plasma edge

is usually required for the spontaneous formation of ETBs indicates that

some threshold requirement (power or otherwise) has to be satisfied for the
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Fig. 5. The frequency of the GAM as a function of the local electron and ion temperatures for ASDEX 
Upgrade and DIII-D. (a) GAM frequency versus (Te + Ti)

1/2 for ASDEX Upgrade for different elongation, 

! and q95 values; (b) the GAM frequency versus Te + Ti. Both sets of data exhibit the same scaling of the 
frequency with temperature expected from theoretical predictions [90,92]. [(a) Reprinted courtesy of 
G. Conway, et al., Proc. 31st EPS Conf. on Controlled Fusion and Plasma Physics, London, United 
Kingdom (Euro. Physical Society, 2004) paper P4.124; (b) Reprinted courtesy of G.R. McKee, et al., 
Plasma Phys. Control. Fusion 45, A477 (2003), Institute of Physics.] 

 

Fig. 6. Radial profile of the GAM amplitude at the plasma edge in (a) DIII-D and (b) JFT-2M showing 
strong peaking just inside the separatrix [93,94]. [Reprinted courtesy of G.R. McKee, et al., Plasma Phys. 
Control. Fusion 48, S123 (2006), Institute of Physics; T. Ido, et al., Plasma Phys. Control. Fusion 48, S41 
(2006), Institute of Physics. ] 



formation process. Can this threshold requirement then be reflected in some

critical plasma parameters required for ETB formation? In C-Mod, the ETB

is formed at certain threshold values of the edge electron temperature or edge

temperature gradient [95]. Similarly in JET, the attainment of threshold val-

ues of the electron and ion temperature at the plasma edge are required for

ETB formation [96, 97]. However, results from DIII-D with pellet triggered

ETBs indicate that the simple edge temperature (electron or ion) is not a

critical parameter in behavior formation since the edge temperatures are sig-

nificantly reduced at pellet injection [26]. The determination of critical edge

parameters is further complicated by the fact that the ETB power threshold

can be strongly dependent on machine parameters, such as magnetic field and

plasma size and shape [98] and also on the plasma or divertor configuration

and the direction of the ion ∇B drift with respect to the divertor X-point

position [99]. For example, the threshold power in MAST is reduced for the

double-null configuration [100] whereas, in NSTX, a lower threshold power is

obtained with single-null operation [101]. Variations in the threshold power

(by a factor of two) have been observed in DIII-D depending on the direction

of the ion ∇B drift ralative to the X-point [99]. Further to this, the density

of neutral particles at the edge can affect the threshold power as pointed out

for DIII-D and JT-60U [102, 103]. Also, the location of the neutral particle

input can affect the threshold. For example, the threshold power for the

ETB is reduced when gas is injected from the high field side instead of the

low field side in MAST [100] and NSTX [101].

Attempts have been made to produce a power threshold scaling law from

a set of machine and plasma parameters using a multi-machine database [98,

104]. However, as pointed out above, the threshold power can be signifi-

cantly affected by many variables, including the plasma configuration and

also atomic processes at the plasma edge. Therefore, there remain large un-

certainties in predictions for the power threshold for the ETB formation for

present and future devices. Furthermore, this large variability is reflected in

the inability to determine the critical edge plasma parameters important for

the ETB formation. Correspondingly, there has been great difficulty in pro-

ducing a comprehensive theory-based model for the ETB formation which

can be used for predictive capabilities. Improved edge measurements will
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help in resolving this issue as well as more experiment-theory comparisons of

theories with measurable quantities.

In summary, the importance of E ×B sheared flow in the physics of the

formation of the edge transport barrier has now been well-established, as

described in Sec. II.A. The trigger mechanisms for generation of the sheared

flow are as yet unresolved. Indeed, the fast bifurcations in edge quantities,

such as Er, imply some nonlinear process that can occur on sub-millisecond

timescales. Turbulent stresses and zonal flows could play important roles

in these mechanisms especially given their influence in the self-regulation of

drift wave turbulence and transport. It should also be noted that different

trigger mechanisms could be involved for different plasma conditions.

Further work is therefore needed in the determination of these rapid bifur-

cation mechanisms which ultimately requires development of edge diagnostic

systems capable of even greater (e.g. by more than an order of magnitude)

spatial and temporal resolution. These measurements then need to be used

for evaluations of theory-based predictive models of the ETB. This is a chal-

lenge for experimental and theoretical investigations in this area, but clearly

one that must be met for further significant advances to be made in this area.
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III. DYNAMICS AND STRUCTURE OF THE ETB

The spatial structure of the ETB is of vital importance for the energy

confinement and fusion gain of the whole plasma. Because of so-called

stiffness [105, 106] of the temperature profile, the energy confinement en-

hancement over L-mode conditions increases with increasing temperature

and pressure at the edge pedestal (i.e., the location of the inboard edge of

the ETB) [107]. Core profile stiffness is also predicted theoretically from

models of turbulent transport [108, 109]. Since the edge pressure gradients

are limited by MHD instabilities (see later), the pedestal pressure is then de-

pendent on the width of the transport barrier. The issue then becomes one

of understanding the physics that determines the width of the edge trans-

port barrier. This section describes details of the mechanisms that affect the

temporal and spatial characteristics of the ETB once it has formed.

As described previously, the physics of the formation of the ETB can be

related to the suppression of edge turbulent transport by E × B flow shear.

However, once the ETB has been formed, the physics of its sustainment and

destruction can be influenced by several mechanisms, with the most notable

being MHD instabilities. This is because the reduced transport and high

plasma confinement achieved through the formation of the transport barrier

produce large edge pressure gradients, which can drive MHD instabilities

that often degrade or destroy the barrier. These instabilities are called edge

localized modes (ELMs), which produce repeating cycles of destruction of the

edge barrier. Due to space constraints, a detailed description of the ELM

properties will not be presented, but the reader is directed to reviews of

ELMs [110, 111]. ELMs can be beneficial to the overall longevity of the ETB

as a result of the periodic degradation of the barrier which limits the increase

of density and impurities in the plasma. Otherwise, the barrier would be

irreversibly destroyed through excessive radiative power loss caused by the

buildup of density and impurities in the plasma. However, it is the effects

that the ELMs have on the divertor surfaces that make them detrimental.

The large energy loss at the plasma edge due to the ELMs can lead to severe

erosion of the divertor surfaces.
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The dynamics of the ELM crashes [with onset times of the order of mil-

liseconds] are based on large transient convective losses of energy and parti-

cles into the scrape-off layer (SOL) as a result of hitting an MHD stability

limit. The physics of Type I ELMs are believed to be the result of cou-

pled peeling-ballooning modes [11, 112, 113]. The large pressure gradients

that develop in the ETB can cause ballooning modes to be driven unstable,

whereas, the peeling mode is driven unstable by the edge current density

(or its gradient). Both these drives are operative at the plasma edge and

ultimately the pressure gradient is limited by the ideal MHD modes with

an intermediate n, typically n ∼ 6 − 12, where both the pressure gradient

and current density are effective in destabilizing the modes. The ELM crash

is a nonlinear process and a nonlinear theory for the ballooning mode has

been constructed that predicts that the mode evolves into a narrow twist-

ing flux tube, which rapidly erupts into the scrape-off layer [114, 115]. This

model aims to explain the nonlinear evolution and rapid growth of the ELM.

Experimental observations of such tube-like structures have been made on

MAST [100, 116]. Figure 7 shows these filamentary structures, generated on

a 100 µs time scale, which erupt on the outboard plasma side and which are

in agreement with the above theory.

Some level of ELM control is required in order to mitigate the effects of

ELMs on divertor erosion and for ITB compatibility whilst also maintaining a

sufficient pedestal pressure for adequate burning plasma performance. ELM

control has been achieved by: (a) pellet injection, whereby ELMs are induced

by injecting small pellets at higher frequencies (pellet pacing) than the natu-

ral frequency of Type I ELMs as in ASDEX Upgrade and JT-60U [117, 118],

(b) by applying an external magnetic field to apply a resonant magnetic per-

turbation to the plasma edge as in DIII-D [119, 120]; (c) by changing the

toroidal rotation velocity as in JT-60U [144]; (d) by changing the edge current

as in COMPASS-D and TCV [122, 123]. These techniques have shown some

success for ELM control in present devices, but more progress is required to

show they can be effectively applied to future burning plasma devices.

The strength and structure of the ETB is dependent on the ELM ac-

tivity. The peeling-ballooning mode model can be used for predictions of

the maximum pressure gradient expected in next-step fusion devices such as
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ITER. This approach, together with the use of dimensionless parameters, has

been used with inter-machine pedestal measurements to determine scaling of

the transport barrier width [124]. A more theory-based approach using tur-

bulent transport models applied across the pedestal region may provide a

better understanding of the ETB structure [125] and will be used for future

comparisons with multi-machine data.

The scaling of the transport barrier width, wE, can also be evaluated from

theories invoking stabilization of turbulence by Er shear since the region of

stabilization should be defined by the spatial extent of the flow shear. This

then involves mechanisms affecting the radial electric field such as: (a) ion-

orbit loss, where wE ∝ ρpi (the ion poloidal gyroradius); (b) the influence on

ion orbit-losses by neutral particles through charge exchange collisions and on

the flow shear by poloidal flow damping [126, 127], so wE ∝ `n (the neutral

penetration length); (c) viscosity, whereby wE ∼ [ρ2
pi + (µ⊥/νi)]

1/2 where

µ⊥ is the cross-field viscosity and νi represents poloidal flow damping [128].

Experimental results from JT-60U [129] indicate that wE ∝ ρpi (Fig. 8),

including the effects of ion orbit squeezing [131, 132] where the orbits are

squeezed (or reduced) by the radial electric field shear. However, although

data from DIII-D [130] are near the predicted values, they show no clear

correlation with ρpi, while JET shows a weak scaling with ρpi [133]. Data

from JFT-2M [134] indicates a weak response to ρpi and an influence of µ⊥.

Overall, these results suggest that there is presently inconclusive evidence

for the transport barrier width to be set by the ion orbit loss mechanism.

With regard to the influence of neutral particles, multi-machine comparison

experiments [124] suggest that the temperature ETB width is not governed

by the neutral penetration. However, data from DIII-D indicates that the

width of the edge electron density barrier appears to be correlated with the

neutral penetration legnth [135].

Another approach to predicting the ETB width is to apply the mecha-

nisms of turbulent transport models [136, 137] to the suppression of ITG

modes at the plasma edge which then gives an expression for the ETB

width [130] as wE ∝ ρ∗s, where ρ∗s is the normalized gyroradius. Exper-

imental data for the barrier width from DIII-D and C-Mod, however, did
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Fig. 7. (a) High-speed video image of the MAST plasma obtained at the start of an ELM. (b) The predicted 
structure of an ELM in the MAST tokamak plasma geometry, based on the nonlinear ballooning mode 
history [116]. [Reprinted courtesy of A. Kirk, et al., Phys. Rev. Lett. 92, 245002 (2000), American Institute 
of Physics.] 

 

Fig. 8. Normalized temperature widths and normalized banana widths 
for several machines [130]. [Reprinted courtesy of T.H. Osborne, et al., 
Proc. 19th IAEA Fusion Energy Conf., Lyon, France (Vienna: IAEA, 
2002) Paper CT-3, International Atomic Energy Agency.] 

 



not correlate well with the normalized gyroradius [130]. Furthermore, the

dependence of the barrier width on ρ∗s is also inconsistent with more recent

results from DIII-D in which the barrier width was invariant to a significant

change (by a factor of 2) in ρ∗s [124]. Therefore, this approach for predicting

the spatial structure of the ETB needs further improvement before it can

be applied to future devices. Furthermore, data for Type I ELMy H-mode

plasmas in ASDEX Upgrade shows a correlation between the decay lengths

for the edge electron density and temperature [i.e. ηe = d(`nTe))/d(`nne) ∼
2] which could be consistent with critical ηe behavior for ETG and drift mode

turbulence [138].

There still exist large uncertainties in predicting the spatial structure of

the ETB using mechanisms for suppressing turbulent transport at the plasma

edge. This is partly due to an incomplete understanding of the processes that

generate the radial electric field and the flow shear at the plasma edge. Cou-

pled with this are the influences of MHD instabilities and atomic processes,

such as the neutral penetration, that further complicate the evaluation of the

spatial structure. Therefore, a model for the ETB structure would need to

take account of all these effects to be truly predictive. This is an important

challenge for the edge theory and modeling community and one that needs

to be addressed.

Future fusion devices would benefit from having plasmas with ETBs (and

their inherent high energy confinement), but which do not contain large

ELMs which can erode the divertor surfaces due to their high peaked heat

loads. ETBs can now be formed that provide good particle control, but

which do not exhibit ELM activity. Examples of these ELM-free H-mode

ETBs are the enhanced Dα (EDA) mode in C-Mod [139, 140], the quiescent

H-mode (QH-mode) in DIII-D [141], ASDEX Upgrade [142], JET [143] and

JT-60U [144] and the high recycling steady (HRS) H-mode in JFT-2M [145].

All these ELM-free ETBs contain continuous, localized MHD fluctuations

which provide the increased particle transport through the barrier, which is

required for density control. In C-Mod, these fluctuations [referred to as

quasi-coherent (QC)-modes] have been observed on density, magnetics and

electrostatic potential diagnostics and have been localized to a region of a few

millimeters near the bottom of the density gradient in the ETB [146, 147].
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The QC-mode drives substantial particle flux in the edge and appears to be

the cause of the increased edge particle transport in the EDA H-mode. The

mode has a peak frequency that lies in the range 50 − 120 kHz and a fairly

short poloidal wavelength with wave number kθ ∼ 1.2− 4.0 cm−1. The edge

particle transport correlates well with the mode amplitude. Measurements

of the fluctuation characteristics suggest that the mode may be some type of

resistive drift ballooning mode. The HRS H-mode in JFT-2M is very similar

to the EDA H-mode in C-Mod. Both regimes are prevalent at higher q95

and high collisionality. The HRS H-mode is characterized by the presence

of coherent magnetic fluctuations between 10 − 100 kHz located in the high

gradient region of the ETB [148, 149].

The QH-mode ETB in DIII-D, which requires neutral beam injection

counter to the plasma current direction, is typically marked by the presence

of coherent electromagnetic fluctuations called edge harmonic oscillations

(EHOs) with multiple harmonics (with a base frequency of ∼ 6 − 10 kHz)

with a variable mix of toroidal mode numbers from typically 1 to 10 and

a poloidal wavelength of ∼1 m [141]. Edge harmonic oscillations have also

been observed in the QH-mode of ASDEX Upgrade [142], JET [143], and

JT-60U [144]. Density control is achieved through increased edge particle

transport caused by the EHOs (although energy transport is not signifi-

cantly increased). The mechanism that causes the EHO is, as yet, unknown.

It should be noted that measurements of the edge radial field, Er, profiles

indicate that QH-mode plasmas have 2-3 times deeper Er wells inside the last

closed flux surface compared to standard ELM-free H-modes with co-NBI or

to ELMing H-mode with counter-NBI [150], which may have a bearing on

the formation of the EHO. Stability analysis indicates that the QH-mode

edge barrier is marginally stable to current driven modes [151].

It is important to note that all these quiescent ELM-free H-mode regimes

have edge pedestal structures similar to those of the ELMing plasmas, so

energy confinement and plasma performance are not diminished compared

to an ELMing ETB.
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IV. Conclusions

The edge transport barrier in magnetic fusion plasmas plays an extremely

important role in the overall performance of the whole plasma. The dy-

namics and structure of the ETB, controlled by the transport and stability

processes at the plasma edge, affect not only the plasma core behavior, but

also the characteristics of the scrape-off layer and the divertor conditiions.

A key aspect in the formation of ETBs is determining and understanding

the mechanisms that can stabilize plasma turbulence and, thereby, reduce

turbulence-driven transport at the plasma edge. Substantial progress has

been made on determining the stabilization mechanism through concerted

efforts based on theoretical and numerical modeling studies with detailed

experimental measurements of the plasma edge. An important outcome of

these coordinated investigations is that it is now widely accepted that E×B

flow shear stabilization of turbulence (with the subsequent reduction in trans-

port) plays a critical role in the formation of ETBs. Consequently, turbulent

transport at the edge can be directly affected by changing the E × B flow

shear, as has been demonstrated, for example, in biased electrode experi-

ments. However, the processes for the initial creation of the E × B flow

shear in spontaneously produced ETBs are, as yet, not fully resolved. Vari-

ous processes (e.g., ion-orbit loss, Stringer spin-up, Reynolds stress, neutral

particle effects, etc.) have been suggested.

Both theoretical and experimental work has brought drift wave zonal

flows to the forefront as a viable mechanism by which zonal E ×B flow and

drift wave turbulence can self-regulate each other in a spontaneous manner

and may trigger the large bifurcation in the mean E × B flow shear needed

to stabilize edge turbulence. Measurements of Reynolds stress, which drives

zonal flows, have been made in several devices. Bicoherence measurements

at the plasma edge have indicated rapid changes prior to the ETB formation

consistent with a transient Reynolds stress driven zonal flow shear. Mea-

surements of the higher frequency zonal flows called GAMs have also been

made whereby their spatial structure has been determined at the plasma

edge. These experimental studies, coupled with the theoretical basis for

zonal flows, are examples of progress towards understanding turbulent trans-
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port at the plasma edge. However, further progress will require significant

improvements in the temporal and spatial resolution of edge diagnostics and

satisfying these requirements needs to be a critical element of future work in

this area.

There still exist large uncertainties in predicting the spatial structure of

the ETB, especially the barrier width, using mechanisms for reducing tur-

bulent transport at the plasma edge. This is primarily the result of an in-

complete understanding of the processes that generate the flow shear at the

plasma edge. Furthermore, the evaluation of the width scaling, for example,

are complicated by the influences of atomic processes and MHD instabilities

once the barrier is formed. Ultimately, a predictive model of the ETB has to

take into account and incorporate the physics of all of the above processes

to be truly effective. This is an important challenge that needs coordinated

efforts in all disciplines of plasma physics (theoretical, modeling, and exper-

imental) to be successfully met.
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