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ABSTRACT

Plasma/wall interaction studies are being carried out using
the Divertor Materials Exposure System (DiMES) on
DIII–D.  The objective of the experiment is to determine the
kinetic energy and flux of deuterium ions reaching the diver-
tor target during argon-induced radiative disruptions.  The
experiment utilizes a special slotted ion analyzer mounted
over a Si sample to collect the fast charge-exchange (CX)
deuterium neutrals emitted within the recycled cold neutral
layer (CNL) which serves as a CX target for the incident
ions.

A theoretical interpretation of the experiment reveals a strong
“forward” pitch-angle dependence in the approaching ion
distribution function.  The depth distribution of the trapped D
in the Si sample was measured using low-energy direct recoil
spectroscopy.  Comparison with the TRIM code using
monoenergetic ions indicated that the best fit to the data was
obtained for an ion energy of 100 eV.  An estimate of the
CNL thickness ∫ndl indicates that during disruptions the CNL
“cushion” is thick enough to reduce the local ion heat load by
~30% due to CX refluxing.

I.  INTRODUCTION

Plasma disruptions are a serious concern in tokamak design
because of the high impulsive heat loads which can cause
strong erosion of divertor materials due to enhanced sputter-
ing, or melting/ablation in the most severe cases. Predictions
of net erosion rates and hence component lifetimes are very
difficult and are highly dependent on the plasma conditions
over the divertor target. It is therefore necessary to character-
ize the properties of the scrape-off plasma near the divertor
target plate under these special conditions. The angular and
energy distribution of ions impinging on the divertor plate is
needed in order to calculate and benchmark surface erosion,
in plasma transport, and redeposition of impurity atoms/ions
due to sputtering [1,2]. The ion distribution near the target
plate also controls the thickness of the vapor shield [3] and
the erosion rate.

DIII–D is an ideal experimental platform for studying disrup-
tion issues because the plasma can be operated in a single-
null configuration similar to ITER [4].  Plasma wall interac-
tion studies are  being carried out in the DiMES program.
One primary experimental need is to provide information on
the angular and energy distribution of the incident ions and
CX neutral atoms on the divertor plate during a disruption.

A special slotted ion analyzer able to withstand high-heat
flux was designed for characterizing the ions/CX neutrals
impinging on the divertor target near the outboard divertor
strike point. The device actually collects fast CX neutrals
originating from ions interacting with the cold neutral layer
(CNL) over the divertor surface.

First results from the slotted ion analyzer and theoretical
interpretation are reported here. In Section II, we describe the
apparatus, and present measurements of the fluxes and ener-
gies of the particles collected during a series of Ar-induced
disruptions. In Section III we employ a simple kinetic model
to establish the necessary relationship between the directional
flux of the collected neutrals and the gyro-motion of the
approaching ions. In Section IV we formulate an expression
for the total neutral particle flux or areal density at the bottom
of the slot. Consideration is given to the actual slot geometry
and limited solid angle of collection. The measured and
calculated areal densities of the implanted D atoms are then
compared in Section V.

II.  THE EXPERIMENTAL APPARATUS AND RESULTS

The slotted particle analyzer consists of a silicon crystal
wafer, the collector, covered by a slotted mask, which pro-
vides four viewing angles into the divertor plasma at β =
0,30,45, and 60 degrees. The entire assembly is mounted on
the retractable DiMES head as shown in Fig. 1. The length-
wise direction of the slots, with length l = 1.21 cm, is per-
pendicular to the magnetic field, which makes an oblique
angle α = 2.7 degree with respect to the divertor target plate.
The entrance slit at the top of the assembly is flush mounted
with the target plate, and it is shaped and positioned relative
to the bottom slots as if the walls of these "stubby" slots were
individually extended all the way up to the entrance hole as
shown in Fig. 2. The slot half-width is δ = 0.5 mm, and the
slot depth (from entrance plane to Si crystal), is d =
0.596 cm. This canted slot arrangement serves as a direc-
tional analyzer for the approaching ions which leave a CX
neutral "imprint" at each view angle; the limited amount of
fast neutrals striking the Si sample prevents damage.

The Si sample was exposed to three consecutive Ar-induced
disruptions:  DIII–D shots 81166-8. In-shot measured plasma
parameters such as heat-flux on the divertor target plate were
determined from high-speed infrared thermography. The
actual value on the sample is Q⊥  = 70 MW/m2. The temporal
behavior indicates a disruption pulse width of td ~ 2 ms.
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Fig. 1. Slotted ion anlyzer mounted on DiMES probe in DIII-D divertor

Fig. 2. Ion gyro motion in cold neutral layer above DiMES sample

The amount of D trapped in the Si was measured using the
D(3He,p)4He nuclear reaction to quantitatively determine
the areal density NA (m–2) of D within the first few µm of
the sample.  The amounts are displayed in Fig. 3 as β is
varied.

The trapped D depth distributionwas measured at each
view angle using low-energy direct recoil spectroscopy.
A 1.00 keV Ne+ beam served both for the D analysis and
for sputtering craters in the sample.  An energy analyzer
recorded the intensity of positive ions emitted near
0.27 keV.  For each profile, the signal was integrated for a
constant incremental Ne+ dose and then recorded for 200
successive intervals.  The sputter erosion rate was
determined by measuring the final crater depths with a
profilometer. Depth profiles were generated by converting
the dose scale to depth, and the recoil signal to D
concentration.  The depth conversion was made using an
erosion rate derived from the profilometry measurements.

A range curve calculated for monoenergetic D in Si based
on Magee’s experimental measurements [6] finds that the
indicated energy for D striking the sample is approxi-
mately 100 eV at the normal view angle.  The incident par-
ticle energy appears to be slightly lower at the other view

Fig. 3. Measured areal density of D neutrals collected during disruption
and a comparison with theoretical model (G experiment; A theory, τ =
0.7, k = 1.45; C  theory, τ  = 0.7, k = 0; D  theory, τ  = 0.085, k = 2;
*  theory, τ = 0.085, k = 0.

angles. A number of implant distributions were calculated
using the TRIM code [7,8].  The calculations were
restricted to energies ≥100 eV, a region where the inter-
atomic potential is considered reliable.  The implant pro-
file from TRIM was compared with the data for normal
(β = 0) incidence, verifying that Eo ≈ 100 eV.

From these results we can estimate the density of the ions
at the target plate. Combine the heat flux formula on the
divertor target, Q⊥  = sinαΓ||iδHTi, with Emmert et al.’s
expression for the flux of collisionless ions at a sheath
edge Γ||i = 1/4 niviβE (βE = 2.2) [5]. Taking Ti = 100 eV,
and heat flux transmission coefficient δH = 5, we find ni =
3×1014 cm-3. Our justification for assuming collisionless
approaching ions is that the ions had their last collision at
a distance from the target plate  ~sinαλ ii = 3.6 cm. This
exceeds the neutral density scale length, which is deduced
in the next section to be approximately  ~1 cm.

III.  ON THE RELATION BETWEEN THE INCIDENT
IONS AND THE FAST CX NEUTRALS REACHING

DIMES SAMPLE

To characterize the CNL and the ion distribution function
of the approaching (fast) ions we need to see how they are
related to the measured quantities, namely the areal den-
sity of the implanted D atoms, or the fast neutral atom flux
at the slot bottoms, and its variation with view angle β.

Referring to Fig. 2 again, ions having different pitch
angle-like variables cosξ ≡  µ = v||/v with respect to the
magnetic field have different path-lengths through the
CNL, and therefore suffer different amounts of CX attenu-
ation. Assuming a one dimensional z-variation normal to
the target plate, the kinetic equation for the attenuated fast
ion distribution f(v,µ,z), is given by

vµsinα  ∂f/∂z = –X(f,g) + νiong (1)



where g is the neutral atom distribution function, X(f,g) is
the charge exchange collision operator [9], and νion is the
electron impact ionization frequency (neglected here). We
can simplify X(f,g) by neglecting fast ion CX with the
hot(h) neutral component relative to CX with the cold(c)
neutral component, which we represent by a delta function
in velocity. This yields X(f,g) ≅  nc(z)v σx(v)f(v,µ,z),
where σx(v) is the CX cross section. This separation can
be motivated under disruption conditions because the ratio
of the respective layer thicknesses ∫ncdz/∫nhdz >
(Ti/Tnc)1/2 (Lc/Lh) >> 1. The first inequality is related to
the fact that fast CX neutral reflux back to  plasma can be
no larger than the efflux of cold neutrals emitted from the
target plate. To achieve the second equality, we observe
that Ti ≈ 100 eV is much larger than the cold neutral
Franck-Condon temperature Tnc ≈ 2-3 eV, and the respec-
tive density scale lengths are comparable. (A random walk
argument [9] shows that outside the CNL the hot density
scale length Lh ~ (λionλx)1/2 = 0.95 cm, where the respec-
tive mean free paths for ionization and CX are λ ion =
v/λion = 1.1 cm and λx = 1/niσx = 0.83 cm. It will be
shown that the CNL scale length is Lc ~ 1 cm, so indeed
Lc ~ Lh.)

We examine the solution when the CNL has an exponen-
tial density profile, nc = nc0exp-(z-d)/Lc where nc0 is the
neutral density at the target plate z = d. This is simply

f(v,µ,z) = f∞ (v,µ) exp

× 
–σx (v) nco Lc e–(z–d) Lc

µ sin α









 (2)

The approaching ion distribution function is chosen to
have a simple form,

f∞(v,µ) = C(vµ)kexp (–v2/ vt
2 )   for 0 < µ < 1

= 0  for  –1 < µ < 0 (3)

where the constant C can be normalized to the ion density
ni obtained in Section II, and for continuity the pitch angle
anisotrophy index k > 0; it's value will be adjusted to
match the NA(β) data. In essence, the ions are the attracted
species in the pre-sheath, so negative values of v|| are not
allowed. For k = 2, this form takes after the anisotropic
collisionless ion model of Emmert et al. [5], and for k = 0
the approaching ions would be isotropic.

Turning to the fast CX neutral transport, we employ
a spherical coordinate system with polar axis in the
z-direction, and origin affixed to the center of the slot
bottom (r = 0). In Fig.  4 is shown a side view of a canted
slot in the φ = π/2 plane of symmetry. We derive an
expression for the total neutral flux at the origin. The
kinetic equation for the fast CX neutrals going towards the
origin is given by

v Ω̂  ⋅ ∇ g = X(f,g) – λiong (4)

Fig. 4 Cross sectional slot geometry, and spherical coordinate system
used in the calculation of fast neutral flux to center of slot bottom
(origin).

where Ω̂  = – r̂  is the unit normal directed towards the
origin. Fast CX neutrals emitted from the volume element
at (θ,φ,r) in direction Ω̂  come from ions with pitch angle
given by the geometric relation µ = sinαcosθ + cosαsinθ
sinφ. Integration of Eq. (4) along the radial coordinate
from r = ∞ to r = 0, yields the directional flux (In = vg) of
the fast neutrals at the origin: Ins(v,θ,φ) = G [v,µ(θ,φ)]/
cosθ, where G [v,µ(θ,φ)] = µvsinαf∞(v,µ) [1-exp-τ/µ],
and τ  = σx(v) nc0Lc/sinα  is a dimensionless CNL
thickness.

The total neutral flux at the silicon sample with speeds
between v and v + dv is therefore

Γns(v) = ∫ G(v,θ,φ) sinθdθdφ (5)

Finally, the areal density of implanted neutrals in the sam-
ple is NA = ∫∫Γns(v)v2dvdt. Since σx(v) is weakly varying
for ion speeds corresponding to 100 eV, we can set σx =
4 ×  10-15 cm-2, allowing a straightforward integration
over speed. The time integration is taken as ∫dt ~ td.

IV.  VIEW FACTOR CALCULATION

The slot walls limit the solid angle view, or θ, φ integra-
tion limits, making evaluation of the double integral in
Eq. (5) quite complicated. Fortunately, one can do a single
integration in µ while trying out different forms of f∞(v,
µ) until the computed areal density in each slot is matched
to the data. For example, consider flux to the β ≠ 0 canted
slots. There are three "critical" polar angles; the first two,
θ1 and θ2 are indicated in Fig. 4, and the maximum polar
angle is given by tanθmax = (l2/4d2 + tan2β)1/2. By
symmetry we need only consider the θ integration over
theinterval –π/2 ≤ φ ≤ π/2. Within this range, the minimum



value of  φ for a given polar angle φ is given by sinφmin(θ)
= tanθ1cotθ. The maximum value of φ is π/2 when θ is
less than θ2, otherwise it is given by  sinφmax(θ) =
tanθ2cotθ. Thus Eq. (5) becomes

Γns (v)= 2 sin θ d

θ1

θ2

∫ θ G (v,θ,φ)dφ
φmin(θ)

π 2

∫

+ 2 sin θ d

θ2

θmax

∫ θ G (v,θ,φ)dφ
φmin(θ)

φmax(θ)

∫

(6)

We next switch integration variables, using the identity
dθdφ = J–1dθdµ, where the transformation Jacobian is
given by J(θ,µ) = (cos2α – cos2θ  – µ2  + 2 µsinαcosθ)1/2.
Reversing the order of integration allows the θ-integration,
now with µ-dependent limits, to be done analytically.
After considerable manipulation, the flux integral reduces
to

Γns (v) = π G(µ, v)dµ
sin(α+θ1)

sin(α+θ2 )

∫

+ 2 G(µ, v)sin–1

α tsinα cosθmax

sin(α+θ1)

∫
µ cot α – tan θ1( )

αt 1– µ2( )1 2















dµ

– 2 G(µ, v)sin–1

α tsinα cosθmax

αwsinα cosθmax

∫
cosθmax – µ sin α

cosα 1– µ2( )1 2















dµ

– 2 G(µ, v)sin–1

αwsinα cosθmax

sin(α+θ2 )

∫
µ cot α – tan θ2( )
αw 1– µ2( )1 2















dµ

where αt = 1 + tanθ1cotα , and αw = 1 + tanθ2cotα . The
expression for the β = 0 slot is similar; the difference is
associated with the condition in Eq. (3) that negative
values of µ are not allowed.

V.  SUMMARY

The results of the flux calculation are summarized in
Fig. 3. In order to fit the experimental NA(β) data we had
to adjust two quantities: the neutral layer thickness τ,
which affects the magnitude and shape of the curves; and
the ion anisotrophy parameter k, which affects mostly the
shape. The best fit to the data β ≠ 0 indicates that τ = 0.70,
and k = 1.45. This means that ncoLc ≈ 2 × 1013 cm–2, and
e-folding length Lc ≈ 1 cm. The angular ion distribution
function is anisotropic, and is near 2, as suggested by the
collisionless ion pre-sheath model of Emmert et al. [5].
Unfortunately, the measured NA for 0 degree slot is about
a factor of 10 larger than the model result.  This discrep-

ancy may be due to the accumulation of CX neutrals in the
0 degree slot from the core plasma between disruptions.

To gain an appreciation for the apparently enhanced CNL
thickness during a DIII–D disruption, we have plotted in
Fig. 5 the theoretical hot particle transmission coefficient
T(τ) defined as:

T =
Γ Neutral + Γ Ions( )Plate

Γ Ions( )Incident

(8)

This result indicates that during the disruption experiment,
with τ = 0.70, T = 0.7, the CNL can help shield the target
surface from the ion heat flux by refluxing fast CX
neutrals back to plasma.

Further measurements and theoretical modeling are
needed before definitive statements can be made concering
the scaling of the CNL thickness, and the ion distribution
function with target heat flux Q⊥ .

Fig. 5. Flux transmission factor through cold neutral layer as a function
of its thickness t defined in text.
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