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Abstract— The number of tokamak discharges required to
carry out meaningful experiments can be significantly reduced
by current profile control in the early startup phase. The
tokamak is a plasma-confinement device, suitable for confining
plasma at the requisite high temperature necessary for initiating
fusion. It is currently the most promising device for realizing
sustained fusion power generation at a commercial grade level,
though it is still in the experimental stage. Presently, the desired
plasma startup conditions, such as the shape of the plasma
current profile, are achieved in a trial and error fashion, which
can be a lengthy, wasteful process. In this work we make use
of model-based control techniques such as optimal feedforward
control via nonlinear programming and linearized feedback
control to obtain a target current profile at a specified time in
low-confinement-mode (L-mode) discharges. The effectiveness
of the controller is demonstrated experimentally.

I. INTRODUCTION

Modern tokamak operation requires continuous heat input
from auxiliary sources and inductive current drive from
external coils. A current ramp-up is required in the inductive
coils to drive the plasma current, so present-day tokamaks are
naturally limited to short “discharges” due to current limits
in the inductive coils. The key to realizing commercially
viable fusion energy production is finding a certain operating
scenario that will allow for a self driven noninductive plasma
current and a long heat confinement time. Such a scenario is
often referred to as an advanced tokamak (AT) scenario [1].
It is widely believed that the precursor to realizing the AT
scenario involves optimization of the spatial distribution of
the current profile [2]. Certain current profile shapes have
demonstrated improved confinement, magnetohydrodynamic
stability, and a high fraction of self-generated current by the
“bootstrap” effect [3], which could potentially enable high
gain, steady-state reactor operation.

In order to conduct meaningful experiments, it is nec-
essary to reliably reproduce the desired plasma conditions
in repeated discharges. In particular, accurate control of
the current profile in the early startup phase is crucial to
obtaining reproducibility between discharges. Presently, the
current profile is controlled via a purely feedforward trial and
error fashion. Typically, some preheating by neutral beam
injection (NBI) at DIII-D [4] or lower-hybrid (LH) current
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drive at other tokamaks such as JT-60U [5] is applied during
the start-up phase to modify the relaxation rate of the current
profile. Trials are repeated until an adequate timing of the
strong NBI heating triggers the desired improvement of the
plasma performance. Naturally this process involves a lot of
wasted discharges before the primary experiment begins. We
propose a combined feedforward+feedback control approach
to improve reproducibility between shots and save experi-
mental time.

The dynamic evolution of the current profile is nonlin-
early coupled with several plasma parameters including the
densities and temperatures of electrons and ions. Thus, an
exhaustive modeling of the current profile evolution involves
many nonlinear partial differential equations. In this work,
we use a first-principles-driven, control-oriented model of
the current profile evolution suitable for low confinement
(L-mode) discharges in DIII-D. Advances towards develop-
ing low-order, “control-oriented” models for current profile
control in various tokamaks are discussed in [6], [7], [8],
[9]. The models generally combine the magnetic diffusion
equation [10] with empirical correlations for the electron
temperature, resistivity, and noninductive current drive. Re-
cently, model-based current profile control has undergone
rapid development by using various techniques [11], [12],
[13], [14].

The motivating objective of this work is to improve
reproducibility of discharges with current control in the early
startup phase. Specifically, we wish to achieve certain current
profile targets during the L-mode phase of the discharge in
DIII-D while avoiding transitions into the higher confinement
mode (H-mode) [15]. This equates to a critical limit on the
auxiliary power input to prevent the L-H transition. Available
actuators to manipulate the profile include the NBI and the
total plasma current. We elect to not use electron cyclotron
current drive (ECCD) since the auxiliary power limit is
significantly constrained by the L-H transition threshold and
there is simply not enough room for additional ECCD power.

The proposed control method involves both optimal feed-
forward control via nonlinear programming and optimal state
feedback control with integral action to eliminate deviations
from the desired trajectory. This work is organized as fol-
lows. The model structure and effects of the actuators are
described in Section II, details of the feedforward+feedback
control design approach are given in Section III, experimen-
tal evidence of the effectiveness of the controller in reaching
the target is presented in Section IV, and, finally, conclusions
are made in Section V.
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Fig. 1. Magnetic configuration of a tokamak (field lines follow a helical
path around the tokamak). Flux surfaces represent points of constant poloidal
magnetic flux.

II. MODELING THE CURRENT PROFILE EVOLUTION

Following any magnetic field line a number of times
around the torus a closed flux tube is mapped, a so
called magnetic-flux surface, which marks points of constant
poloidal magnetic flux, Ψ. The values of Ψ on these flux
surfaces along the plasma radial coordinate (ρ in Fig. 1) is
called the poloidal magnetic flux profile. In order to index
the flux surfaces in Fig. 1, this work makes use of the mean
effective minor radius, ρ. It can be expressed in terms of
the toroidal magnetic flux, Φ, and the toroidal field strength
at the plasma center, Bφ,0, i.e. πBφ,0ρ2 = Φ. Normalized
ρ, denoted by ρ̂, is defined as ρ/ρb, where ρb is the value
of ρ at the last closed magnetic flux surface. The q profile,
a measure of the magnetic twist1, is related to the spatial
gradient of the poloidal magnetic flux, Ψ, and is defined as

q(ρ̂, t) =
dΦ

dΨ
= − dΦ

2πdψ
= −Bφ,0ρ

2
b ρ̂

∂ψ/∂ρ̂
, (1)

where t is the time and ψ is the poloidal stream function,
which is closely related to the poloidal flux, i.e. Ψ = 2πψ.
As the q profile depends inversely on the spatial derivative
of the poloidal flux, we define the terms

θ(ρ̂, t) ,
∂ψ

∂ρ̂
(ρ̂, t), ι(ρ̂, t) ,

1

q(ρ̂, t)
,

−θ
Bφ,0ρ2

b ρ̂
, (2)

which will be useful for control purposes.
The evolution of the poloidal magnetic flux can be de-

scribed by the magnetic diffusion equation [10],

∂ψ

∂t
=

η(Te)

µ0ρ2
b F̂

2

1

ρ̂

∂

∂ρ̂

(
ρ̂F̂ ĜĤ

∂ψ

∂ρ̂

)
+R0Ĥη(Te)jNI, (3)

where η(Te) is the plasma resistivity for which simplified
scaling models are available [16], [17], Te is the electron
temperature, µ0 is the vacuum permeability, jNI is the
noninductive current density from various sources, F̂ , Ĝ,
and Ĥ are spatially varying geometric factors pertaining to
the magnetic configuration of a particular plasma equilib-
rium [6]. The boundary conditions are given by

∂ψ

∂ρ̂

∣∣∣∣
ρ̂=0

= 0,
∂ψ

∂ρ̂

∣∣∣∣
ρ̂=1

= −µ0

2π

R0

Ĝ|ρ̂=1Ĥ|ρ̂=1

Ip(t), (4)

1The q profile is directly related to the current profile and they are often
referred to interchangeably. In the remainder of the work we will refer solely
to the q profile.

where Ip(t) is the total plasma current. Based on experimen-
tal observations at DIII-D, simplified scenario-oriented em-
pirical models for the plasma density, electron temperature,
plasma resistivity and noninductive current density during
L-mode discharges were identified [9].

For simplicity, we rewrite the model (3) in a control-
oriented form,

∂ψ

∂t
(ρ̂, t) =

fη
ρ̂

∂

∂ρ̂

(
ρ̂Dψ

∂ψ

∂ρ̂

)
uη(t)

+

nNBI∑
i=1

fNBI,iuNBI,i(t) + fBS

(
∂ψ

∂ρ̂

)−1

uBS(t),

(5)

with the boundary conditions,

∂ψ

∂ρ̂

∣∣∣∣
ρ̂=0

= 0,
∂ψ

∂ρ̂

∣∣∣∣
ρ̂=1

= kIp(t)Ip(t). (6)

The term nNBI denotes the number of neutral beam injectors,
Dψ = F̂ ĜĤ , the functions f(·)(ρ̂) capture the spatial
dependence of the model and u(·)(t) are a set of nonlinear
input functions of the form,

uη(t) = Ip(t)−3/2Ptot(t)
−3/4n̄e(t)

3/2,

uNBI,i(t) = Ip(t)−1Ptot(t)
−1/2PNBI,i(t),

uBS(t) = Ip(t)−1/2Ptot(t)
−1/4n̄e(t)

3/2.

(7)

The form of these functions arise from the empirical corre-
lations for density, temperature, and auxiliary current drive;
they admit diffusivity control, uη , interior control, uNBI,i and
uBS, and boundary control, Ip. Using (2), we can obtain
from (5) an equation for the evolution of θ (see [18] for
details), i.e.,

∂θ

∂t
=h0uηθ

′′
+ h1uηθ

′
+ h2uηθ

+

nNBI∑
i=1

fNBI,iuNBI,i + f ′BS
1

θ
uBS − fBS

1

θ2
uBS,

(8)

along with boundary conditions θ|ρ̂=0 = 0, θ|ρ̂=1 =
−kIpIp, where (·)′ = ∂/∂ρ̂, the time and space dependencies
are dropped for simplicity, and the functions, h(·), which
were introduced for compactness, can be written in terms of
the f(·) functions.

III. FEEDFORWARD PLUS FEEDBACK CONTROL

A. Feedforward Control via Nonlinear Programming

The design of the FF control can be formulated as a
nonlinear optimization problem. The details of the problem
formulation and optimization procedure are outlined in [19].
In summary, the feedforward control is solved according to

P = minimize
uFF

J(ψ(ttarg), ψtarg)

subject to ψ-dynamics governed by (3)− (4),
ψ(t0) (initial condition),
g1(uFF) ≤ 0, gi(uFF) ≤ 0,

where ψtarg represents the target profile, ttarg is the desired
time of reaching the target profile, J(ψ(ttarg), ψtarg) is a



quadratic cost function which penalizes deviations from
the desired target profile, g1(uFF) is a nonlinear constraint
which prevents L-H transition, and gi(uFF) is a set of linear
constraints that account for the actuator limits (subindex i
denotes different actuators). The result is a feedforward con-
trol policy given by uFF = arg minP and a corresponding
reference trajectory that serves as a path from the initial
condition to the target, ψtarg. This work is limited to L-
mode discharges, however, if experiments were to be carried
out in H-mode discharges, the feedforward optimization
could be modified to include optimal timing of the L-H
transition [20]. During actual physical experiments the role
of the linear feedback control described in what follows is
primarily to eliminate deviations from the desired trajectory
due to perturbations in the initial condition, disturbances, and
unmodeled dynamics.

B. Model Order Reduction and Linearization

To facilitate control design, the model is reduced to a finite
set of ordinary differential equations (ODEs) by using finite
difference approximations to the spatial derivatives. The non-
dimensional domain of interest, ρ̂ = [0, 1], is represented as
l nodes, and the spacing between the nodes is defined as
∆ρ̂ = 1/(l − 1). The reduced-order state space model is
written as

Θ̇ = W (Θ, u), Y = CΘ, (9)

where the model states are Θ = [θ2, θ3, . . . , θl−1]T , the
model outputs are Y = [ι2, ι3, . . . , ιl−1]T , the model inputs
are u = [uNBI,1, . . . uNBI,nNBI , Ip], W is a nonlinear function,
and C is given by (2). Let ΘFF, YFF, and uFF represent the
feedforward trajectories of the states, outputs, and inputs
which satisfy Θ̇FF = W (ΘFF, uFF), yFF = CΘFF, and let
the variables θ̄ = Θ−ΘFF, ȳ = Y −YFF, and uFB = u−uFF
represent perturbations around the feedforward trajectory.
Inserting the perturbation variables into (9) and ignoring
higher order terms results in

˙̄θ = W (ΘFF, uFF) +
∂W

∂Θ
(ΘFF, uFF)θ̄ +

∂W

∂u
(ΘFF, uFF)uFB,

from which we obtain the linear dynamics around the feed-
forward trajectory

˙̄θ = AFPD(t)θ̄ +BFPD(t)uFB, ȳ = Cθ̄, (10)

where AFPD = ∇ΘW |ΘFF,uFF
and BFPD = ∇uW |ΘFF,uFF

.
Given that we have full state measurement and the outputs
have a direct one-to-one correspondence with the states, we
can eliminate the output function for simplicity of control
design to write, ẋ = ĀFPD(t)x + B̄FPD(t)uFB, where the
variable x has been introduced in place of ȳ (x = ȳ),
ĀFPD(t) = CAFPD(t)C−1 and B̄FPD(t) = CBFPD(t). Fur-
thermore, assuming that the profile is controlled without
transitioning to the H-mode scenario, the system can be fairly
approximated by the LTI system

ẋ = Ax+BuFB, (11)

where A and B are taken as ĀFPD(ttarg) and B̄FPD(ttarg).

C. LQI Control Design

For a requested target state, xt, let xss∞ represent the
closest stationary state achievable according to the model.
This can be determined from the pseudo-inverse, K†sg, of
the model static gain matrix Ksg = −A−1B. The input
associated with the desired target is determined from the
pseudo-inverse of the static gain matrix, ussFB,∞ = K†sgxt,
which is used to determine the closest achievable stationary
state given by xss∞ = Ksgu

ss
FB,∞ = KsgK

†
sgxt. Because several

of the actuators have similar effects on the profile, the matrix
Ksg = WΣV T is ill-conditioned, i.e. the ratio of the largest
singular value to the smallest one is much larger than one.
Therefore small deviations in the profile associated with
the directions of the smaller singular values can result in
unreasonably large control requests. Thus, we use a truncated
(Tr) singular value expansion of the static gain matrix given
by, Ksg,Tr = WTrΣTrV

T
Tr , where the matrices WTr, ΣTr, and

VTr are the components of the SVD associated with the nSV
largest singular values,

W =
[
WTr Wn

]
, Σ =

[
ΣTr 0
0 Σn

]
, V =

[
VTr Vn

]
, (12)

and Wn, Σn, and Vn are the components associated with the
smaller, neglected singular values. Therefore,

ussFB,∞
∼=uFB,∞=K†sg,Trxt, x

ss
∞
∼=x∞=Ksg,TrK

†
sg,Trxt. (13)

We use the theory of linear quadratic optimal control
to obtain a control law which regulates the system to the
closest achievable stationary state while minimizing the cost
function

J =

∫ ∞
0

[
x̃T (t) ζT (t)

]
Q

[
x̃(t)
ζ(t)

]
+ ũT (t)Rũ(t)dt, (14)

where x̃ = x−x∞, ũ = uFB−uFB,∞, Q positive semidefinite,
R positive definite, and ζ represents the integral states
introduced for integral control. The added integral states
are expressed as ζ = Kζ

∫ t
0
x̃(τ)dτ , where Kζ is a design

matrix. We can note that with the choice Kζ = WT
Tr , we

have KζKsg,TrK
†
sg,Tr = Kζ , since[

WT
Tr

]
·
[
WTrΣTrV

T
Tr

]
·
[
VTrΣ

−1
Tr W

T
Tr

]
= WT

Tr = Kζ . (15)

This ensures Kζxt = Kζx∞, since x∞ = Ksg,TruFB,∞ =

Ksg,TrK
†
sg,Trxt. Here, we have made use of the fact that

WT
TrWTr = I , and V TTr VTr = I , but WTrW

T
Tr 6= I .

Written in terms of the requested target (x̃(t) = x(t) −
Ksg,TrK

†
sg,Trxt(t)), the control law that minimizes (14) re-

duces to a proportional plus integral controller of the form

uFB(t) = uFB,∞ −Kp

[
x(t)−Ksg,TrK

†
sg,Trxt(t)

]
−KiKζ

∫ t

0

dτ
[
x(τ)−Ksg,TrK

†
sg,Trxt(τ)

]
,

(16)

where the proportional gain, Kp, and integral gain, Ki, are
given by

[
Kp Ki

]
= R−1B̂S, where S = ST is the

unique positive semi-definite solution to the algebraic Ricatti
equation, ÂTS+SÂ−SB̂R−1B̂TS+Q = 0, and the system



(Â, B̂) is constructed by augmenting the model (11) with the
integrator states, i.e.[

˙̃x

ζ̇

]
=

[
A 0
Kζ 0

]
︸ ︷︷ ︸

Â

[
x̃
ζ

]
+

[
B
0

]
︸︷︷︸
B̂

ũ. (17)

The design parameters include Kζ = WT
Tr , Q and R. The

state weighting matrix, Q, is chosen as Q =

[
Q̂ 0
0 α2

ζInSV

]
,

where αζ is a constant that weights the integrator states
relative to the model states, Q̂ is the weighting on the model
states and R is chosen diagonal.

D. Two Loop LQI Controller

Via a two loop feedback controller, the total plasma current
is used to regulate the profile at the plasma edge and the
NBI are used to regulate the interior profile. This approach
of focusing the total plasma current on edge regulation and
NBI on interior regulation is well conceived when combined
with optimized feedforward control, which provides not only
a feedforward control action but also an optimal trajectory
(path) to the target profile. The feedback controller simply
has to follow the desired trajectory produced by the opti-
mized trajectory design. To construct the two-loop controller,
the inputs of the LTI system (11) are separated into the NBI
powers, ũNBI, and the total plasma current, ũIp ,

˙̃x = Ax̃+
[
BNBI BIp

] [ũNBI
ũIp

]
. (18)

For the inner loop controller, we consider only the re-
sponse of the edge value, to the total plasma current,

˙̃x =Ax̃+BIp ũIp ,

x̃B =CIp x̃,
(19)

where CIp = [0, 0, ..., 1], and x̃B is the value of x̃ at the
edge. The controller is constructed by first augmenting the
system (19) with the integrator state, xc = CIp

∫
x̃dt,[

˙̃x
ẋc

]
=

[
A 0
CIp 0

] [
x̃
xc

]
+

[
BIp

0

]
ũIp , (20)

and then by solving for the linear control policy, ũIp =
−KLQI [x̃

T xTc ]T , following the approach explained in Sec-
tion III-C. The gain matrix can be partitioned into KLQI =
[KP,x̃ KI,xc ], where KP,x̃ are gains on the x̃ and KI,xc is the
gain on the integrator state xc. For a state space description
of the controller, we have

ẋc =0xc + CIp x̃,

ũIp =−KP,x̃x̃−KI,xc
xc.

(21)

Combining (21) with the plant (18), we close the inner loop
to obtain,[

˙̃x
ẋc

]
=

[
A−BIpKP,x̃ −BIpKI,xc

CIp 0

] [
x̃
xc

]
+

[
BNBI

0

]
ũNBI.

(22)
For the outer loop controller, again we proceed with LQI

design, but now applied to the system (22). In this case, the

inputs, which are solely the NBI, are used to control the
interior profile shape. First, the system (22) is augmented
with the integrator states, ζ = K̂ζ

∫
x̃dt. Then, the open

loop system augmented with integrator states can be written
as ˙̃x
ẋc
ζ̇

A−BIpKP,x̃ −BIpKI,xc 0
CIp 0 0

K̂ζ 0 0

 x̃xc
ζ

+

BNBI
0
0

 ũNBI,

(23)
for which, the LQI gains are given by K̂LQI =[
K̂Px̃ K̂P,xc K̂I,ζ

]
. Then the outer loop controller can be

written as

ζ̇ =0ζ + K̂ζ x̃,

ũNBI =− K̂P,x̃x̃− K̂P,xcxc − K̂I,ζζ,
(24)

which can be combined with the inner loop controller (21).
The final feedback controller can be written in terms of the
measurement x and the target xt (x̃ = x−Ksg,TrK

†
sg,Trxt) as[

ζ̇
ẋc

]
=

[
0 0
0 0

] [
ζ
xc

]
+

[
K̂ζ

CIp

]
x̃,[

ũNBI
ũIp

]
=

[
−K̂I,ζ −K̂P,xc

0 −KI,xc

] [
ζ
xc

]
+

[
−K̂P,x̃
−KP,x̃

]
x̃.

(25)

A SVD analysis of the linearized system’s response to the
NBI is shown in Fig. 2. The analysis shows the directions
in which the profile can be significantly manipulated by the
NBI in steady state. The columns of input singular matrix,
Fig. 2(a), represent linear combinations of the NBI powers
and the output singular vectors scaled by the singular values,
UΣ, represent the response to those input combinations,
Fig. 2(c). Only the first three directions are plotted since
the remaining singular values are very small. Based on the
output directions shown in Fig. 2(c), the NBI can only
significantly influence the profile in two directions. Therefore
two singular values are used in the truncated singular value
decomposition.

IV. EXPERIMENTAL SETUP AND RESULTS

A. Goal of the Experiment

In all cases, the goal is to obtain a certain target q profile
at a certain time while maintaining the plasma in the L-mode
regime. We test three targets, each with increasing difficulty
to achieve. The targets are all monotonically increasing q
profiles with varying levels of q at the plasma center and
plasma edge. It is desirable to obtain a large total plasma
current while also maintaining q high at the center, i.e. a
current profile that is low at the center or not too peaked.
Our primary goal is to obtain reproducibility between exper-
iments by reliably obtaining the desired target in the startup
phase or coming as close as possible. If and when the target
is obtained, control of the remainder of the discharge would
be assumed by some other experiment. Therefore we are not
concerned with reaching the target in a steady state.
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Fig. 2. SVD analysis of the linearized model including only the effects of the NBI. (a.) Input singular vectors, i.e. columns of V , which represent
combinations of the NBI powers. (b.) Output singular vectors, i.e. columns of U , which represent deviations from the nominal profile associated with the
input combinations. (c.) Output singular vectors scaled by the singular values.

B. L-H Transition Power Limit

To avoid L-H transitions, a total auxiliary power limit was
imposed during the experiments. For each experiment the
imposed power limit is marked by green X, see Fig. 4(a)-
Fig. 4(c). First, we experimented with simple fixed power
limits. For example in Fig. 4(a), the NBI auxiliary power
was limited to 5 MW. During testing of Target 1, the H-
mode transition power was observed to approximately scale
with the electron density according to

PLH = 2n̄3/2
e . (26)

During subsequent experiments, testing of Target 2 and 3, the
total injected power was constrained by this limit, Fig. 4(b)
and 4(c). The limit (26) was also used as a constraint in the
feedforward optimization as discussed in Section III-A.

C. Summary of Experimental Results

The obtained q profile for each of the three targets are
shown in Fig. 3 and the corresponding total injected auxiliary
power is shown in Fig. 4. In Fig. 3, we show both the
obtained q profile with feedforward (FF) control alone and
combined feedforward and feedback (FF+FB) control at the
best-matching time. In all cases, feedback control improves
the obtained q-profile matching error by about 50%, even
with wildly different initial conditions.

The q profile is physically limited to a value greater
than one; if it falls to one, an undesirable phenomenon
known as saw-teeth will prevent it from falling further,
essentially resetting it above one. Usually, the q profile with
FF control alone falls to one before the target time regardless
of the initial condition. This result is primarily due to slight
modeling errors in the current diffusion rate, which lead to a
nonsatisfactory feedforward control policy calculated by the
trajectory optimization of Section III-A. This emphasizes the
importance of feedback control, which is able to account for
the modeling errors and bring the q profile back on target or
at least as close as possible. See Figure 5 for a comparison
of q at the center with FF control alone and FF+FB control.
The controller successfully obtains Target 1 (Fig. 5(a)), and
comes very close to obtaining Targets 2 (Fig 5(b)) and 3

(Fig. 5(c)). However, for both target 2 and 3 cases, the
NBI power is almost always at the H-mode transition limit.
Further experiments tested with a different type of controller
showed that it was indeed possible to achieve Target 2 and
Target 3 by relaxing the L-H transition power limit.

V. SUMMARY AND CONCLUSIONS

We considered a first-principles-driven, control-oriented
dynamic model describing the evolution of the poloidal
flux profile and therefore the current profile during L-mode
tokamak discharges. Combining feedforward optimization
via nonlinear programming and active feedback control via
LQI we were able to realize reliable attainment of certain q
profiles in the L-mode phase of the tokamak discharge.
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Fig. 4. Total auxiliary power during the experiment. The predicted L-H power transition threshold, PLH is marked with gold circles and the imposed
power limit is marked with green stars. FF NBI power is shown in solid black, while FF+FB NBI power is shown in dashed green.
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