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For ITER, acquiring, managing and archiving its data is an essential task.  ITER is foreseen 
to produce up to one terabyte of data per pulse and several petabytes of data per year. All the 
produced data needs to be stored and managed. The stored data is expected to serve the data 
access needs of ITER researchers located both on the ITER premises as well as worldwide 
during ITER’s lifetime and beyond.  

 
The ITER data archiving system has multiple requirements and design challenges. The 

aggregate rate of data to be recorded at ITER is large.  This requires the system to balance its 
capacity to record the steady stream from many data sources.  The recorded data must also be 
progressively replicated from short-term data storage to permanent data storage, while 
concurrently being served to users.  This requires a robust and efficient data replication 
mechanism that can insure data integrity while conducting a fast data transfer.   The permanent 
data holdings will be required to be stored in an efficient scientific file format, while the system 
is also responsible for managing and serving a detailed provenance and metadata catalog which 
is required for searching and discovering datasets. All collected data, along with the metadata 
catalog, needs to be delivered to end users via a unified data access interface.  The number of 
data sources and the size of datasets are expected to grow over the years, thus the data system 
must be scalable to meet the growth demand.  Finally, ITERDB needs to provide monitoring and 
management capabilities, and is expected to be integrated with other ITER CODAC tools and 
network infrastructure.  

 
ITERDB is a work-in-progress being designed for centralized ITER data archival and data 

access. It will be designed to manage and serve both unprocessed and processed data from the 
ITER plant systems and data analysis workflows. Major features of the current ITERDB design 
are:  1) The continuous recording of high-volume and high-rate streams of scientific data. 2) The 
scalable infrastructure for both data recording and serving. 3) An integrated data access interface 
for scientific and engineering, and configuration data. 4) Collecting and managing the metadata, 
including provenance. 5) Continuous migration of ITER data into a long-term archive. 6) The 
capability for system administration, and health monitoring. 

 
In this paper, we report on the ITER Data Archiving System software requirements and 

priorities that have been identified by working with ITER staff and a large number of 
stakeholders. We will describe the design challenges as well as our solutions.  We will also 
present the complete software architecture of the ITERDB. 
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