3.1.3.5 Boundary Modeling of Burning Plasma experiments

3.3.1.5.1 Introduction

We report here the results of simplified modeling of the character of the boundary plasma in the three devices being considered for a burning plasma experiment, ITER-FEAT, FIRE, and IGNITOR. We define the boundary as lying between 95% of the last closed flux surface (LCFS) to 105 to 110% outside the LCFS. This covers the region which is typically described as the pedestal for H-mode devices such as ITER-FEAT and FIRE, and a portion of the scrape off layer (SOL). Previous efforts to model the behavior of the boundary plasma have varied widely among these devices, from extensive modeling in ITER-FEAT, to limited modeling for IGNITOR. We have attempted to apply a uniform model to each device. The ability to model this region of a tokamak plasma has advanced tremendously over the last decade with the development of 2D fluid plasma models which contain much of the physics expected to be important. The research effort, driven by the perception of a serious divertor heating problem for the ITER device, led to the development of the “detached divertor” concept in which the power load on the wall designed to receive the exhaust power is reduced by enhanced radiation via impurities. The nature of these detached divertors have been thoroughly summarized by Stambaugh[1], and can be only briefly summarized here. The basic idea is to use impurity radiation to spread the exhaust power over a larger surface area, and to reduce the electron temperature in the SOL sufficiently to obtain three body recombination sufficient to reduce the ion current to material walls, and the concomitant heating which arises from recombination within the material. It has been generally found that the exhaust power from a high power burning plasma device would be sufficient to destroy any material surface if care isn’t given to designing the exhaust surfaces to operate in some variant of the detached plasma mode. It is our purpose to assess the issue of exhaust power handling for each of the three devices considered. 

Adequate design of a system to deal with the exhaust power and particles from a burning plasma experiment must address many issues. These include: control of exhaust power to prevent destruction of plasma facing surfaces; prevention of impurities used to radiate the power from transporting to the confined plasma and reduce fusion power production; control of primary fuel neutrals recycling from walls; and removal of fusion ash to prevent dilution and reduction of fusion power. The simple assessment presented here is inadequate to address all of these issues. We focus primarily on the power exhaust question. We describe the results obtained by applying the 2D fluid plasma code UEDGE to each of the devices in Section 3.3.1.5.2 through Section 3.3.1.5.4. We use a very simple model for the effect of impurity radiation, assuming the impurity ion density is a specified fraction of the primary ion density. This approximation permits estimation of the effect of impurity radiation, but does not address any issues associated with impurity transport. 

We have not addressed any time dependent phenomena in our modeling efforts. However, one issue which is recognized as a potential problem for the design of a power exhaust system for a burning plasma system is that of “off normal” events, which generally include disruptions and the effect of Edge Localized Modes associated with operation in H-mode. We include a discussion of the effect of ELM in Section 3.3.1.5.5. The small page limit imposed by the SNOWMASS organizing committee precludes the use of figures to show either the geometry considered for each device, or the details of variations obtained in our modeling. The reader is referred to a more detailed report on the results, contained in Appendix XXX.

3.3.1.5.2 ITER-FEAT

The ITER-FEAT device is designed to operate with a lower single null divertor at moderately high density and triangularity. The high triangularity means there is a second X-point which lies just outside the dominant lower X-point. Although UEDGE is capable of simulating such unbalanced double null configurations, we have not done so for the simulations described here. Rather, the simulations are restricted to a maximum normalized poloidal flux of 1.035 to avoid the second X-point. This radial range is somewhat smaller than usually used for UEDGE analysis, and should be re-visited. The ion density at the 95% flux surface is specified to be 6(1019 m–3, which is 60% of the average density. The total power flow across this flux surface is specified to be 100 MW, and is assumed to be equally divided between the electron and ion channels. The gradient scale length of the density and temperatures at the outermost flux surface (1.035) is specified to be 5 cm, and the ion flux to this surface is assumed to recycle as neutrals. Particle throughput is controlled by specifying an albedo for the neutral flux on both the private flux and the outermost walls. A neutral albedo of 1.0 is assumed for all surfaces except in the private flux region within 50 cm of the divertor plate, where the albedo is specified to be 0.98, i.e. 2% of the neutral flux to this wall is absorbed. Finally, the dominant impurity species is assumed to be carbon since the divertor plates of ITER-FEAT are currently specified as carbon. The simple fixed fraction model is used for carbon impurities, and the fraction is varied to obtain a total radiated power similar to that obtained in more detailed modeling by the ITER team. 

Using the radial transport rates assumed by the ITER team (D(=0.3 m2/s, =0.5 m2/s) the peak power flux to the divertor is about 10 MW/m2 when the total radiated power is 64% of the heating power. This power flux is comparable to that obtained by the more complete modeling of the ITER team[2], and lends credence to the simplified modeling reported here. A carbon fraction of 3% is required to achieve the desired radiated power. The peak heating power increases to 38 MW/m2 if the cross field thermal diffusivity is reduced to 0.25 m2/s (with D/=0.5). This result indicates the importance of better knowledge of the transport rates in the boundary.

The pumping assumptions used in this simplified modeling produces an ion flux across the 95% flux surface of 10 kA (equivalent atom amperes). This is roughly consistent with the pumping capability of 200 Pa m2/s, but implies a very large fueling source for the core plasma. The large convective power flow associated with this ion flux limits the temperature at the top of the pedestal to only 1.4 kV, significantly lower than required for good H-mode confinement. The simple modeling reported here suggests more complete modeling of the particle flows must be undertaken, and benchmarked against existing experiments, to understand the fueling and pumping behavior of the ITER-FEAT plasma.

3.3.1.5.3 FIRE

The FIRE device is a high field, high density tokamak, with a total fusion power of 150 MW, leading to a SOL heating power of approximately 30 MW; auxiliary heating and core radiation loss make modest adjustments to this power. The anticipated density at the top of the H-mode pedestal is 1.5 to 3.0(1020 m–3.  FIRE is planned to operate with tungsten-rod divertors and beryllium first wall, avoiding the use of carbon to avoid the tritium retention problem. FIRE is envisioned to operate in a double null configuration, in part as a means of minimizing the heat load on the divertors. Our calculation of the divertor heat load for the preferred DN configuration with that from a SN equilibrium indicates about a factor of 2 reduction in peak heat load, as expected. However, it must be emphasized that these calculations have been done without including the effects of classical cross-field drifts. Calculations and measurements on DIII-D indicate that the up/down asymmetry of the divertor heat loads is very sensitive to the magnetic up/down symmetry. This sensitivity arises from the effect of drifts, so these effects must be included in more accurate estimates of the FIRE divertor load. Balancing the up/down heat loads will likely require a feedback system for the optimum magnetic configuration. The peak heat loads for a DN FIRE configuration vary from 40 MW/m2 to 18 MW/m2 as the thermal diffusivity is varied from 0.3 to 1.0 m2/s. This indicates the importance of understanding the transport scaling in the boundary plasma, as we find for all three devices. The engineering design of FIRE anticipates divertors capable of handling up to 25 MW/m2. Calculations at the highest anticipated FIRE density yield ion densities above 1021 m-3 in the divertor region. There is a large hydrogenic radiated power loss, arising from ionization of recycling primary ion neutrals. The neutral density in the divertor region is large enough that one would expect re-absorption of the radiation, a process that is not adequately included in the present UEDGE model. Injection of neon can reduce the peak heat loads by a significant factor (~2), but care must be exercised to avoid detachment and MARFE formation.[3]
3.3.1.5.4 IGNITOR

The IGNITOR device is designed to operate in a limiter configuration. The LCFS of the plasma core is tangent to the limiter surface at the inboard midplane and the limiter surface is shaped to nearly coincide with the LCFS. Ideally, the particle and heat exhaust would be distributed over the entire surface of the limiter, but the wetted area of the limiter may be considerably smaller due to misalignment and non-ideal plasma current profiles. Our UEDGE model for IGNITOR uses a simple wedge-shaped limiter whose vertex is set at the LCFS at the inboard midplane. In addition, the plasma is surrounded by an outer wall that coincides with a magnetic flux surface in the shadow of the wedge limiter. We vary the wetted area of the limiter by changing the shape of the wedge. 

The innermost flux surface of our simulation is about 4 cm inside the LCFS. The core plasma density at this boundary is 2(1020 /m3 and the net power into the SOL from the core plasma is 22 MW, split equally between electron and ion channels. We assume that the limiter and wall surfaces surrounding the plasma do not pump particles, so in steady state there is no net particle flux from the core plasma. We assumed L-mode-like radial transport in the simulation, using 1.0 m2/sec for particles and 2.0 m2/sec for energy. 

For a wedge angle of 1.5 radians, the wetted surface of the limiter is much less than the total area of the wall surrounding the plasma.  In this case the exhaust power is split almost equally between the wedge (10 MW) and the outer wall (11 MW); the radiated power due to recycling is about 1 MW, most of this concentrated near the wedge limiter.  The peak heat load on the wedge limiter is 84 MW/m**2 and on the outer wall it is less than 0.5 MW/m2. The peak electron temperature at the limiter tip is 27eV. As the wedge angle is opened up to increase the wetted area of the limiter, the peak heat load on the limiter decreases, varying approximately inversely with the wetted area. 

A crude assessment of impurity radiation was simulated by including a fixed fraction of a high-Z impurity, e.g., molybdenum. When 0.2 percent molybdenum is introduced the total radiated power increases to about 9 MW and the peak heat flux on the limiter is reduced to 25 MW/m2.

3.3.1.5.5 ELMs
Edge-Localized-Modes (ELMs) represent a serious concern for a next step burning plasma tokamak. The energy released by ELMS into the SOL and divertor can lead to unacceptable divertor erosion if the target surface temperature transiently rises above the ablation threshold at each ELM. For the ITER-FEAT divertor design this threshold is expected to be an ELM energy density of 0.4MJ/m2 if the deposition time is 300(sec onto a carbon divertor target. For a tungsten target the threshold should rise to about 0.6 MJ/m2. For natural H-mode density plasmas, without additional gas puffing, the energy lost at an ELM has been measured to be about 15-20% of the pedestal energy, the pedestal pressure times the plasma volume. More than 50% of this energy is typically observed to fall on the divertor target in an area of 1-2 times the between ELM heat flux. For ITER-FEAT these ELM characteristics along with the expected pedestal scaling would lead to ELMs exceeding the ablation threshold by a factor of about 5. The ELM heat flux is expected to be less severe for a smaller more compact device as the pedestal energy has a stronger size dependence than the divertor wetted area.

A favorable scaling of ELM energy with density has been observed in present tokamaks. For pedestal densities above ~80% of the Greenwald limit ELMs are observed to become much smaller and would be tolerable for ITER-FEAT at its expected pedestal parameters. However, the scaling of the reduction of ELM energy at high density is still very uncertain. If the reduction in ELM energy requires a high collisionality pedestal to reduce the edge current driving the ELM, then a burning tokamak plasma would likely not benefit because it requires a nearly collisionless pedestal for adequate central confinement. On the other hand it is possible that other processes controlling the ELM energy scale with the normalized Greenwald density. In this case ELMs may be tolerable in a burning plasma if operated near the Greenwald limit.

In general plasma shape does not appear to strongly affect the ELM energy in relation to the pedestal pressure. However, small ELMs have on occasion been observed at low collisionality and higher triangularity. Such regimes are not common and remain unexplored. It is unknown if they will be accessible to a future burning tokamak plasma.

3.3.1.5.6 Transport simulations

The cross field turbulent transport rates have been examined using the 3D turbulence BOUT code[4]. These initial BOUT simulations use UEDGE generated plasma profiles corresponding to the ITER-FEAT modeling described in Section 3.3.1.5.2. The plasma is simulated from the 96% poloidal flux surface to the 103.4% surface. The outermost surface has been selected to avoid the second X-point at the top of plasma. The equilibrium plasma profiles are obtained by using modified hyperbolic tangent fits to the UEDGE simulated plasma density ne, and electron and ion temperature Te and Ti at the mid-plane. The mid-plane temperature and density on the separatrix are Te=245eV, Ti=444eV, ni=2.71(1019 m–3, respectively, while at the =96%, Te=1180eV, Ti=1024eV, ne =5.03(1019 m–3. For these parameters e* varies from 0.5 to 50 for electrons and i* from 0.5 to 5 for ions in the boundary region (> 96%). The mean free path for electron-ion collisions is less than the typical connection length (2*q96*R0>165 m) outside =98%. The electron-ion collision length varies from 250 m at the boundary between the BOUT simulation volume and the plasma core (~4 cm inside the separatrix at the outboard midplane) to 4.17 m in the far scrape-off layer (~4 cm outside the separatrix at the outboard midplane). This high collisionality justifies the use of Braginskii fluid equations in the SOL, which is the basis of the BOUT simulation code. It is felt that the moderate collisionality found on the closed surfaces permit meaningful simulation of the boundary turbulence using BOUT in this region as well.

Although BOUT contains many sources of free energy which can drive plasma turbulence, our initial attempt for the ITER-FEAT simulations has found that the dominant instability is the resistive X-point mode (a resistive ballooning mode which is strongly influenced by the magnetic geometry near the X-point). Magnetic curvature is the dominant instability drive for the resistive X-point mode. However, the drift Alfven-wave instability may also play a significant role. Particle transport perpendicular to the magnetic field r results from correlated fluctuations of the plasma drift velocity vE and density n, and can be calculated from r=<vE n>. A strong poloidal asymmetry of the turbulent flux of particles is found. Due to the X-point null, the plasma drift velocity vE~ k~ 1/B diverges there as B( 0, and thus a large particle flux is produced near the X-point region. The flux surface averaged particle and heat diffusivity D and  are about the same order, varying from 0.5 m2/s in the core-edge region to 10 m2/s,  peaked near the separatrix, then back to 1 m2/s in the SOL. These transport coefficients are significantly larger than typical observed in current Tokamaks. The reason is still under investigation. One possibility is the consistency of magnetic geometry and plasma profiles used in the boundary region.

3.3.1.5.7 References

1.
Stambaugh, R., et al., ITER Physics Basis Chapter 4: Power and Particle Control. Nuclear Fusion, 1999. 39(12): p. 2391-2469.

2.
Kukushkin, A.S., et al., Critical issues in divertor optimisation for ITER-FEAT. J. Nucl. Mat., 2001. 290-293: p. 887-891.

3.
Rognlien, T. and M. Rensink, Specific FIRE modeling with neon and beryllium impurities. Fusion Engineering and Design, 2002. in press.

4.
Xu, X.Q., et al., Turbulence studies in tokamak boundary plasmas with realistic divertor geometry. Nuclear Fusion, 2000. 40(3): p. 731-736.



